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Abstract: The adoption of artificial intelligence in human resource management may help businesses
and create a keen advantage in the market. With the help of artificial intelligence, most human
resource duties can be completed efficiently and in a much shorter timeframe. For the sustainability
of companies, it is essential to shorten the processes that are time-consuming and possible to automate.
Especially in the recruitment process, artificial intelligence can ease short listings and much more.
This study focuses on the adoption of artificial intelligence for recruitment and shortlisting as a
human resource management operation. It is intended to remove noisy data from the resumes of
applicants by using a minimum description length algorithm and to create a learning algorithm
based on the support vector machine to choose the better candidates according to company culture
and preferences. By creating shortlists for open positions, it is possible to improve the hiring process
and cut the cost of the process. To the best of our knowledge, no studies in the research literature
that focused on resume shares learning algorithms and performance evaluation results. This paper
presents how the feature extraction algorithm fails while feature selection reduces successfully, and
how the learning algorithm can create shortlisting.

Keywords: artificial intelligence; feature selection; hiring; human resource management; MDL; NLP;
recruitment; support vector machine

1. Introduction

Human resource management (HRM) has a long history of use. According to Jianhao,
HRM was first invented in the 1960s and can be applied to anyone with a role in the
company. Human resources (HR) also manages departments within the organization if
they are directly or indirectly involved with employees [1]. HR has two primary purposes
in an organization. The first is administrative jobs, and the other is employee management.
The former is relatively easy because most of the rules are technically known. Still, even
rule-based functions of HR should be reviewed and corrected if they create dissatisfaction
among employees. This puts pressure on HRM to constantly monitor the employee. HR
should focus on functions that are as important as possible to create a sustainable business
rather than dealing with time-consuming processes.

People’s lives have always been affected by new technological developments, and
businesses have to keep up with developments. As a result, HRM has been reshaped by
technological development. According to Stone, the principal goals of HRM are to gain
and retain new talent, motivate employees, and select the best candidates. Technological
developments have changed the functioning of HR processes, employee management, and
job descriptions [2]. Of course, most HR process improvements have become possible due
to the increase in data and knowledge. As García-Arroyo and Osca Segovia point out,
information technologies enable more decentralized decision making so that more decision
makers can contribute. This results in more advanced capabilities and better conversion
of inputs (data) into outputs [3]. García-Arroyo and Osca also noted that data usage and
big data have been transforming HR operations. They believe that the main challenges are
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the acquisition, processing, and analysis of data in the interests of companies. However,
there are still questions such as what size, how to organize, how to access, and how to
distribute [4]. The complexity, size, and speed of the data flow allow machine learning
algorithms to analyze and predict results based on data. According to Hong, current HRM
systems can collect, query, and stats data, but it is required to use machine learning (ML)
algorithms to be able to analyze the relationship between the data [5].

Keeping up with the latest developments increases their competitive advantage in
the market and helps cut costs. Technological advancements not only automate and save
time but also present a process that is very effective and fair. Any technology can only
grow when it is at the right time. According to Haenlein and Kaplan, the rise of “Big Data”
and advances in computing power have opened up new possibilities for AI [6]. There
are still some obstacles and challenges regarding AI developments, such as training data
shortage [7], regulations, and lack of standards [8]. However, it should also be suitable for
the day and should be adoptable by employees, managers, and stakeholders. Nowadays,
there are opportunities to adapt artificial intelligence (AI) and AI-based technologies, such
as machine learning and natural language processing, to the different HRM phases. At
the same time, ethical issues and transparency concerns have been started to discuss [9].
When automation is mentioned in every sector, there is a fear of unemployment. As Kuzior
stated, every technological development shifts human labor and needed skills that are
needed because of redesigned job descriptions. She stated that new technologies may
create technological unemployment, which is considered short-term unemployment and
can be overcome by proper education to gain the required specialized competencies [10]. In
addition, Kuzior and Kwilinski say, in their article, that the social aspect of AI subcategories
is not fully comprehended by every individual. Especially depending on age categories,
the awareness of AI interaction changes. However, they noted that since the industry needs
specialists in new technologies, it is crucial to get an education [11]. Moreover, there will be
more challenges and more gray areas as AI takes shape in human life and HR in the future.

Berhil and others claim that machine-learning-based AI modernization can revolution-
ize HR departments at different levels. Recruitment, management, training, and benefit
departments are examples that can use AI as a revolution in HR. They reported that AI can
provide a huge benefit for candidate attraction and predict the candidate’s added value
for the company [12]. Bhardwaj and others wrote that the strength and growth power
of organizations come from how they intelligently merge manpower and machinery at a
minimal cost. They wrote that to remain competitive in the current market; companies
should understand the capabilities of AI and redefine HR operations to benefit from artifi-
cial intelligence [13]. This project aims to realize the target by creating an algorithm that
constantly learns to evaluate job seekers and create a shortlist of candidates to save time
and cost. According to Ore and Sposato, candidate screening can take more than several
weeks, but AI is not just solving that but also can eliminate unconscious human bias and
enables HR to focus on attracting the best candidates to keep the competitive advantage for
the company [14]. Yet, as Fan and others stated, since AI and ML algorithms are black-box
solutions, it is possible that AI also may make an unethical or discriminatory decision as
well [15]. In addition, since artificial intelligence can only be successful to the extent that
it is fed from the data given to train, if there is a shortage of training data, it is possible
that AI can make a biased selection which HR managers have done before. AI is only as
strong as the given data so it can create the same result as the HR manager [7]. This project
aims to solve both the problem of spending time to create a shortlist and to remove human
biases by eliminating them before data selection by operator guidance (HR managers).
Therefore, first of all, a data set is created for learning algorithms. Later, elements of the
resumes, which are the features of learning algorithms, will be ready for the algorithms.
Feature selection and feature extraction will illuminate which elements have been used so
far and should be used for learning algorithms. As a final step, the performance evaluation
of the learning algorithm will be examined. This process will prove that AI algorithms can
mimic HR and have the ability to do more by constantly learning. There are few academic
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studies that focus on personality tests; however, in this project, resume features will be
the focus, and eliminating noisy features of resumes will be the subject. This study will
include literature on the recruitment process and AI in the recruitment process, followed by
data selection as machine learning algorithms and support vector machine (SVM) learning
algorithms with the results on data.

Denise and Suzanne said that HRM is a major contributor to firms’ competitive
advantage. They also stated that the sustainability of HR can be achieved through the
realization of a long-term people management approach, resulting in sustainable business
performance and employee benefits [16]. The first step to employing a long-term committed
employee is recruiting the right one for the position, which keeps them motivated. So,
employee retention starts by picking the one who is right for the position [17]. Humans are
the only part of a company that is not possible to imitate easily. Therefore, it is important to
recruit the right employee as a resource for a company. It is possible to lose a candidate by
putting them in a long and ambiguous selection process. In addition, if the hiring process
is taking too long and the department is in urgent need of the workforce, they may need to
hire an incompetent employee and then repeat the whole process. That is why the hiring
stage needs to be completed as flawlessly as possible and as fastest as it can be. Since
shortlisting is the most time-consuming part of that process and the most suitable process
to automate, this project focuses on that subject.

There are few studies on the same topic, but they generally focus on personality tests
and how it is possible to use these tests for candidate selection. Based on the informa-
tion obtained from the interviews with HR managers responsible for recruitment, it was
concluded that the personality test is not an important feature of the selection process. A
recruiter stated that while personality tests are required prior to recruitment, they are not
used to screen or prioritize. However, to our best knowledge, there is no AI project paper
that is based on the resume features of applicants and shares the performance results of
applied algorithms and models. This project was conducted recently with a 2022 dataset of
applicants. The use of data and modeling were carried out, taking into account the latest
recruitment standards of HR managers.

2. Background
2.1. Recruitment Process

Recruitment is one of the most important tasks of HR, because only by recruiting the
most suitable employees for the right job can the company continue its business activities
with high efficiency. According to Saad et al., in this digital age, the recruitment process has
changed dramatically in innovative ways since sourcing the most suitable candidate for
positions that are far more important to the company’s competitive advantages. COVID-
19 also pushed HRM to further digitize from conventional hiring [18]. According to
Furtmuellera et al., curriculum vitae (CV) (also known by the name resume) includes the
candidate’s education, skills, strengths, achievements, and other job-related attributes. The
pre-screening of a CV is a crucial step in recruitment selection since it has the ability to
demonstrate the skills, motivation, capabilities, and potential value of applicants. it can be
used to draw conclusions about the candidate [19]. Wilfred said that screening resumes
is the hardest and most time-consuming part of the recruitment process. The larger the
resume pool gets, the more difficult and time-consuming to screen it. In addition, it is
always possible to miss the best fit for the openings when there are too many resumes
to evaluate [20]. Furthermore, when there are so many resumes to consider, it is always
possible to miss out on the one that best suits job postings. After reviewing applicants’ CVs,
if HR approves, they are added to the shortlist, and usually, the next phase begins once
the shortlist is complete. As such, applicants generally have to wait for the shortlist to be
complete, or is at least sufficient.

As Arbab and Mahdi mentioned in their article, the main goal of HRM is to gather
competent people in the company, train personnel, make them perform at their best effort,
and ensure that employees maintain their productive affiliation to benefit the organization.
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However, the main differentiated value of HRM comes from the ability to acknowledge the
personal skills of individuals and transfer the knowledge within the organization [21]. To
realize that task, HR has imported many strategies and technologies from different domains.
Psychometric tests, online analytical processing, and AI are examples of disciplines applied
to HRM [22]. According to da Silva et al., HRM moves towards a digitalized age and
digital technologies. This requires a staff member to understand and work with machines
to complete their tasks. Training employees and requiring qualified personnel to work in
a digitalized environment are also important. Therefore, the transformation of HRM to
work with machines requires workforce changes, as well as in-house training and acquiring
new digital-age skills for employees. They need to adequately analyze or understand AI
sufficiently to use the collected data for the benefit of the organization [23]. According
to Stone et al., thanks to technological developments, HR is now not just responsible for
mediating between the organization and individuals, but also for removing the distance
barrier and enabling a remote working environment. This requires a global recruitment
process to obtain global talent [2]. The increase in the number and diversity of applicants
requires both online and automated HR processes. Therefore, the need for data manage-
ment is a critical operation for an organization. This is one reason to adopt AI systems for
HR management. AI can replace most routine HR tasks with minimal human intervention.
There are also many benefits to adopting AI, which enable the process to be completed in
less time with increased accuracy [13].

2.2. Recruitment Process with AI

Recruitment is one of the most commonly used AI-embedded processes. AI assists
in various tasks of the process and improves experience while saving time. It scans high-
volume resumes and evaluates them automatically to create a shortlist at no time [24].
This shortened time is not just for cost-cutting, but also improves companies’ image and
helps to protect competitive advantage over the market. According to Alavuo, a candidate-
centric recruitment process is the key to becoming appreciated by the candidates and
gaining a competitive advantage over competitors. To achieve this goal, the recruitment
process should be easier, and more importantly, clear communication should be maintained
between applicants and the recruitment process. If a rejected applicant is still interested in
the company for the future and recommends the company to its network, the recruitment
process has been run successfully [25]. Hoang argued that traditional hiring management
lags behind new areas’ talent wars. Winning this war is especially important in competitive
industries. That is why Hoang suggests strategic long-term talent solutions for recruitment
departments [26]. AI solutions can solve many problems using techniques such as chatbots,
natural language processing (NLP), and deep learning algorithms.

2.3. Some AI-Related Research in HRM

There have been some attempts at AI adaptation for HR. For example, Ismail et al.
concluded that only large companies are adopting AI in recruitment, and to what extent
they are using it is still unclear. So, it is not clear which techniques or methods are being
used in AI for recruitment currently [27]. Mihuandayani et al. created a machine learning
algorithm using SVM for personality profiling of candidates on social media platforms.
They obtained 64.5% classifying accuracy for five classes (personality types) [28]. As
the ROC, AUC, and confusion matrix were not given, 64.5% accuracy is not sufficient to
conclude whether the model was successful or not. More importantly, using personality
types is not a sufficient selection criterion for recruitment. Another research was made
by Qiangwei and colleagues. Data (about HR features) were collected by questionnaire
survey. Affinity propagation (AP) and SVM were used for creating a new feature selection
algorithm. They reduced 24 features with the new model to 12 features and increased
accuracy from 84.98% to 85.84% [29]. On the other hand, Yung-Ming executed research for
recruitment using the SVM learning algorithm. Data were collected through personality
surveys of current employees and candidates. Even though conventional thinking suggests



Sustainability 2023, 15, 2737 5 of 15

that skill score is of greater importance than personality, their research finds that personality
is a key factor in evaluating an employee for a position [30].

2.4. Opportunities in AI Applications for HRM
2.4.1. Chatbots and NLP in Recruitment

Chatbots are AI applications widely used in HR management projects. For this paper,
NLP and chatbot applications will not be the subject, but they might be considered in
future studies since they help the recruiter and create a candidate-centric hiring process. As
Soutar’s study shows, e-commerce, healthcare, and insurance sectors have been reshaped
by chatbot adoption, but the recruitment sector has less than 30 percent of usage. As Mnasri
explained, rule-based chatbots do not require AI or NLP but follow a pre-programmed
pattern. Data-driven chatbots can create long and complex conversations. Therefore, it is
possible to collect much more output from data-driven chatbots owing to the NLP [31].
Ambiguous parses of words and ungrammatical spoken prose problems which require
deeper analysis and machine learning techniques to solve the meaning of the texture. The
algorithms try to solve the most probable outcome (meaning) of the given inputs because
it is not possible to detect the meaning with preprogrammed codes [32,33]. Companies
believe that chatbots can have direct advantages over email commutation, which is the
preferred communication with applicants now [34]. Chatbots are an advanced field of
NLP applications that facilitate communication-based automation without the need for
an operator. Chatbots create prompt communication between candidates and the HR
department [35]. According to Nawaz and Gomes, chatbots can answer questions about
candidates up front, such as salary range, leave facilities, FAQs, and incentives about the
workspace [36]. This can automate some of the HR workloads and answer candidates’
questions 24/7 and instantly. Anitha concluded that thanks to chatbots, employers are able
to save 74% of recruitment marketing efforts, which include time and budget expenses.
In addition, chatbots have a positive effect on candidate engagement and enable easier
handling of onboard activities [37]. According to Koivunen et al., a chatbot can easily
obtain inputs such as address, education level, and experience through low-level chatbot
applications. However, a high-end chatbot (which requires AI) can handle almost any
candidate interview. In this study, it was stated that an interview chatbot, which requires
AI to understand sentences, could shortlist 316 candidates to 12 candidates [38].

2.4.2. Data Mining for AI

According to Shehu and Saeed, data mining is an information technology domain
that combines statistics, machine learning, and artificial intelligence [39]. Data mining is
the process of discovering meaningful and useful information from previously unknown
or hidden patterns in a dataset [40]. In AI, data mining techniques can be used to obtain
the results of four main functions: association, clustering, classification, and prediction.
They argued that, by using data mining, it is possible to extract value from the curriculum
vitae of applicants, which can be used in AI systems [41]. According to Singh and Kumar,
Data mining is possible using various techniques on a given dataset, such as decision
tree, k-nearest neighbor, naïve Bayes, support vector machines (SVMs), neural networks,
and decision support models. Given that classification problems pre-define the labels
(classes) for a given dataset, according to Pah and Utama, the flow of the mining algorithm
consists of five main functions, including data collection, data preparation, data mining, and
data mining evaluation (determining the best model that results in the highest accuracy).
Then, it is possible to obtain the classification rules based on the created model if it was
sufficiently successful and passed the performance evaluation [42]. Using data mining
anomaly detection, association rule learning, clustering, classification, regression, and
summarization can be achieved [43]. However, for the recruitment process, classification
is a problem that must be solved by AI. According to Pah and Utama, as organizations
grow, an increasing number of criteria (features of machine learning) should be considered
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when choosing the desired staff as employees. Therefore, it requires a longer time, and data
mining algorithms to save time and cut expenses [42].

3. Methodology

The aim of this study was to create a shortlist from the CVs of the candidates. Since
NLP is not the subject of this study, CV data were recorded in the relational database system
(RDBMS) as in medium- and large-sized companies. In other words, CVs are not read
from papers but stored digitally in database tables, which makes data preparation easier.
As mentioned previously, there are at least four stages of machine learning and AI. The
first stage involves preparing the data, creating the model, and analyzing the performance
of the model [42]. According to Willemink et al., the data must first be acquired. Thus,
accessing and querying the data is the first stage of data preparation for all machine
learning or artificial intelligence projects. Then, de-identification can be applied to the
dataset owing to privacy concerns. Labeling the data, formatting the data, and storing the
new data must also be realized before using machine learning methods [44]. After all of
the preparations depending on the model data can be cleaned, missing data can be filled
in. Feature selection or extraction is one of the most important stages in data preparation.
According to Soibelman and Kim, the feature selection of a dataset directly affects the
performance of the model because some of the features (inputs) do not have a relationship
with the desired output [45]. As Kumar and Minz mentioned, feature selection may be
a difficult task because of the high number of irrelevant or redundant features or noisy
data, if it is not possible to know the features beforehand [46]. According to Chandrashekar
and Sahin, creating a new subset with feature selection can be applied using a genetic
algorithm, sequential floating forward selection, sequential feature selection, SVM classifier,
or unsupervised learning algorithms [47].

3.1. Minimum Description Length

Grünwald described the minimum description length (MDL) principle, which is a
relatively recent method, as a model selection principle for inductive inference, which
provides a solution for selection problems while avoiding overfitting problems [48]. As
Grünwald states, the purpose of the MDL is to compress the meaningful data, which
is referred to as ‘Regularity’. Then, it can compress the meaningful features as best as
possible by combining the existing features. It can be used as a simple MDL or can be
transformed to higher (more complex) polynomial degrees to describe information about
the data [49]. As Grünwald and Roos state, most MDL algorithms are related to Bayesian
model selection [50]. In addition, Li and [51] stated that MDL minimizes the sum of
the following:

• The length, in bits, of the description of the theory; and
• The length, in bits, of data when encoded with the help of the theory.

According to Quinlan, if the classifier labels the target class by making the predic-
tion (described as categorical), then the MDL increases the positive and negative errors.
Therefore, the algorithm performed poorly and required a biased strategy [52].

3.2. Support Vector Machine

According to Vishwanathan and Murty, the SVM is one of the most significant learning
algorithms for classification problems. It is possible to classify a given dataset using linear
or non-linear separation surfaces [53]. As Mahesh stated, the SVM is a supervised learning
algorithm, so it is necessary to label the target class before handling it with SVM. If linear
classification or regression analysis is not successful, it is possible to move inputs to higher
dimensions using kernel tricks [54]. Orrù and Francesco et al. stated that the SVM tries
to create a maximum margin, which is the maximum distance between the plane and the
nearest data [55]. According to Byvatov et al., an SVM works by transforming sample
data to a higher dimension than the original data. Subsequently, it attempts to find the
maximal margin separating the classes of data. If it is not possible to separate classes, even
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with much higher dimensions, slack variables should be used to formalize the SVM [56].
According to Evgeniou and Pontil, the slack variable represents the error at the point [57].
A graphical representation of the SVM is shown in Figure 1. Since it is not possible to
differentiate two different classes (colors of circles) perfectly just with a linear hyperplane,
there is a slack error value.
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3.3. Data

The first step of AI is data acquisition and data access. Because for a learning algorithm,
data must be real or realistic, so AI can learn as it should. As Prasanna and others stated, in
HRM, it is not possible to collect every aspect to find a good employee, and not all data that
are collected are relevant to employee acquisition. Moreover, there is no standardization
for hiring, and every company has its own organizational culture [7]. Therefore, it is
possible to obtain different features for every dataset that is important or relevant. In
addition, some features can be regarded as company culture. In this project, the age and
sex of employees were rejected before feature selection because of HR feedback for the
hiring process. Even if human bias is affected by past hirings, these features are no longer
welcomed for a hiring process. A real job description was posted on a job-seeking website
in Turkey to obtain applicant resumes. An information technology (IT) position was created
to employ data analysis with remote working opportunities. It is expressed that the English
language is mandatory, and it is necessary to have at least two years of work experience.
In addition, candidates are asked to have strong written and verbal communication skills
and to be careful and disciplined. In total, 140 resumes were collected from the website.
In this project, the resume information of real data was used, but for privacy and legal
regulations, all information was de-identified (anonymization of data). In Turkey, the
personal data protection law clearly states that it is necessary to apply for de-identification
or that permission must be signed by the applicants. After obtaining and storing the
data, conversions must be performed before creating a valid subset. The project steps are
illustrated in Figure 2. The aim was to use the SVM before creating the model, which
is necessary to convert categorical features into numerical representations. Thus, some
features, such as graduation status, military status, city, district, blood type, and driver’s
license class, were converted into numerical representatives. It is possible to deal with
missing and redundant values with feature selection algorithms; however, in this project,
they were handled as a step of data preparation before running any algorithm.
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Only 100 data points (applicants) were used in training and testing for both the data
selection algorithms and training algorithms. All the data of resumes were kept in the
database (features of learning algorithm), but phone numbers, names, surnames, exact
addresses, and other information that can be used to identify the person were omitted or
anonymized before saving in the local database. Because all data were stored in a relational
database and all the models only work on a single table, de-normalization must take place
before modeling. In the case of redundancy being created, it must be handled as a data
preparation step.

Furthermore, additional data preparation is needed because some information is
stored in rows, not in columns, since normalization in RDBMS requires it. For example,
past job experiences of a candidate (might be multiple on a CV) can be joined to a candidate
as an NxN relationship. However, every candidate must have only one row in the dataset
for the machine learning algorithm. That is why every past job experience (Analysis,
Software Developer, Manager, etc.) needs to be a separate feature rather than a value of
features. For this example, it is necessary to multiply years by 12 and add months as the
value of job positions. This multiplies the feature numbers and creates noisy data, as shown
in Figure 3.
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Figure 3. Converting database column values (rows) to columns (features of learning algorithm),
which created 18 additional columns to use as features.

3.4. Feature Selection

For this project, features that can identify the candidate were removed or obscured
before saving the data. In addition, some characteristics such as gender or age were
eliminated by an operator since it was accepted as unethical to use in the hiring process
in the new HR approach. This was not taken into account in previous studies, which
followed the data as they were. However, HRM concepts are changing, and it is not
always enough for AI to replicate recruitment specialists in the past of the company. The
last step in data preparation is data selection. In this study, the MDL-based model was
used. A total of 107 attributes were constructed, but 85 remained after the data were
cleaned. Cleaning involves removing all NULL (empty) attributes, attributes that cannot
be categorized, and non-numeric attributes. For example, since the academic title attribute
is empty in all candidates, it was cleared as data preparation, so it will not be used in the
learning algorithm. In addition, “explanations” was removed from the feature since it is not
possible to categorize, and NLP is not introduced in the project. The “Attribute Importance”
function from the Oracle database uses MDL as its default. The MDL algorithm successfully
removed noisy features from 85 to 6. Some features, such as candidate addresses (city
or even country), were removed by the algorithm because it is an online job opportunity.
Surprisingly, however, educational status and total experience were not also selected. Auto
data preparation features were disabled from the attribute importance function to observe
the real results of the MDL. Ranks show the important attributes of the job (Figure 4).
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• BD_10059: Indicates that they have experience with the “Analysis” position.
• BY_1: Language knowledge “English” is important.
• BD_10021: They have past experience as “Software Developer”.
• BSS_26: Has the knowledge for “Analysis”.
• B_CALISMA_DURUMU: If they are working currently or not.
• BD_GECICI_TABLO_EVT__: Indicates that a candidate has an experience in any job.



Sustainability 2023, 15, 2737 10 of 15

3.5. Feature Extraction

Before executing the learning algorithm, it is often necessary to distinguish between
relevant and irrelevant data. Consequently, getting rid of irrelevant data improves the
performance of the learning algorithm. Feature extraction is to find a highly representative
set of features from originals. Unlike feature selection, feature extraction attempts to
find a significant meaning with a less dimensional representation of the original [58].
Removing irrelevant features increases the performance of the learning model. However,
a drawback of feature extraction is the linear combination of features, which is generally
not interpretable, so it is not always possible to calculate how much original data has been
lost [59]. According to Zena and Duncan, principal component analysis (PCA) is one of the
widely used techniques, which produces the covariance matrix and its eigenvectors (each
representing some proportion of variance in the data) [60]. On the other hand, Abdi and
Lynne expressed that PCA is actually the oldest multivariate technique, dating back to 1901
or even 1829. In addition, they stated that the goals of PCA are [61]:

• Extract the most important information from the original dataset.
• Compress the dataset keeping only this important information.
• Simplify dataset annotation.

To test the results of the PCA algorithm, the generalized linear model (GLM) was used
as the learning algorithm instead of SVM. Of the data, 60% was used to train the GLM
algorithm, and 40% of the dataset was used to test performance. After data preparation,
98 features of the resume remained as original dimensions of the learning algorithm. The
PCA algorithm transformed the original 98 features into 25 new features. In addition, the
percentage of the first three new features in recognizing the entire dataset, respectively, is as
follows: 60.19%, 22.15%, and 8.68%. When all 98 features were tested (with GLM) without
applying the suggested features of feature extraction, the accuracy was 65.0%. However, if
feature extraction was applied using the PCA algorithm, the accuracy decreased to 37.5%.
That is why feature extraction was unsuccessful for the project, and it will be ignored for
the rest of the paper.

3.6. Machine Learning Model and Experiments

SVM has been used as the learning algorithm. By using the SVM, it was successful
in classifying whether the candidates’ resumes are suitable for shortlisting. For learning
algorithm training, different subsets of features were tested to achieve the best result for the
job position. Of the total samples, 80% were used as training data, and the remaining 20%
were used as test data. If 70–30% was used, then the algorithm reacted the worst and only
found five attributes as important. The SVM algorithm was used with all of the features
and MDL-recommended features with linear kernel first.

The data were separated by 60% to 40% to fill the SVM as the dataset. If no feature
selection was applied, the accuracy of the model was found 62.5%. The initial parameter
settings are listed in Table 1.

Table 1. No feature selection—linear SVM.

Model Setting Value

No Feature Selection Value of complexity factor 10
No Feature Selection Number of Iteration 30
No Feature Selection SVM Solver SVMS_SOLVER_IPM
No Feature Selection Convergence Tolerance 0.0001
No Feature Selection Kernel SVMS_LINEAR
No Feature Selection Number of Features 82

Because many noisy features were maintained, this result seems normal. If only the
features that the MDL algorithm discovers as significant are used, then with linear, kernel
accuracy is 0.78. The initial parameter settings are presented in Table 2.



Sustainability 2023, 15, 2737 11 of 15

Table 2. Linear SVM with MDL selection.

Model Setting Value

No Feature Selection Value of complexity factor 10
No Feature Selection Number of Iteration 30
No Feature Selection SVM Solver SVMS_SOLVER_IPM
No Feature Selection Convergence Tolerance 0.0001
No Feature Selection Kernel SVMS_LINEAR
No Feature Selection Number of Features 6

Finally, a Gaussian kernel was used. The tolerance was set to 0.001 (the initial pa-
rameter settings are presented in Table 3), and the accuracy was 0.923. Even though this
result shows satisfying accuracy, it is not sufficient to evaluate and accept the model by just
looking at accuracy.

Table 3. Gaussian SVM with MDL feature selection.

Model Setting Value

No Feature Selection SVM Solver SVMS_SOLVER_IPM
No Feature Selection Number of Iteration 11
No Feature Selection Value of Standard Deviation 1.7320
No Feature Selection Convergence Tolerance 0.001
No Feature Selection Kernel Gaussian
No Feature Selection Number of Features 6

After observing every measure of ML algorithms to evaluate the model, Gaussian
kernel and a tolerance value of 0.001 was found to be the best one. Although some projects
require high recall, such as medical problems, this problem does not force obtaining a high
value. However, the recall of the project was 0.875, which is sufficient to accept the model.
The distribution of the prediction graph can be found below (Figure 5).
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Since 0.5 probability separates two classes, true negative (TN) predictions are higher
than others, and true-positive (TP) predictions are also high. According to Park et al., a
receiver operating characteristic (ROC) curve is the sensitivity and specificity of TP/positive
values over TN/negative values. This can also be defined as the TP and false-positive (FP)
rates. More importantly, the area under the roc curve (AUC) was considered a measure of
the overall performance of the training model [62]. Hoo et al. stated that the linear cutoff
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line/reference line (X = Y) represents the rate of false-positive values, which is the same as
the rate of true-positive values. Thus, it is necessary to create a model with the ROC graph
above the reference line to be considered successful. More importantly, AUC is a global
measure of the ability to evaluate a model’s ability to distinguish binary classes [63]. The
SVM model in the project resulted in 0.9472. AUC value shows that the model can separate
applicants as important and create a shortlist for hiring. The AUC and ROC curves are
shown in Figure 6.

Sustainability 2023, 15, x FOR PEER REVIEW  12  of  15 
 

measure of the overall performance of the training model [62]. Hoo et al. stated that the 

linear cutoff line/reference line (X = Y) represents the rate of false‐positive values, which 

is the same as the rate of true‐positive values. Thus, it is necessary to create a model with 

the ROC graph above the reference line to be considered successful. More importantly, 

AUC is a global measure of the ability to evaluate a model’s ability to distinguish binary 

classes [63]. The SVM model in the project resulted in 0.9472. AUC value shows that the 

model can separate applicants as important and create a shortlist for hiring. The AUC and 

ROC curves are shown in Figure 6. 

 

Figure 6. ROC and AUC results of SVM with Gaussian kernel and 0.001 convergence tolerance. 

4. Conclusions and Discussions 

Employees are inimitable assets that enable distinct competitive advantage. There‐

fore, recruitment is one of the most important tasks of HRM. However, as the recruitment 

process is a time‐consuming process, it can exhaust applicants and create dissatisfaction. 

Companies try to ease the recruitment process as much as possible and simultaneously 

cut costs. If candidates are satisfied with the process whether they are hired or not, they 

will keep applying for future positions and recommend the company, which is important 

for future talent acquisition and sustainability of the workforce for a company. Artificial 

intelligence created a huge opportunity to create a shortlist from the resume information 

of the candidates. The features depend on both company culture and job position adver‐

tisements. Therefore, the feature selection must be applied before the learning model. Un‐

fortunately, the  feature extraction algorithm, which was an unsupervised method, was 

not successful to use in the study. In addition, there were no optimal settings for the learn‐

ing model. Depending on the data, the SVM model can produce different results for each 

option such as kernel, tolerance, or iteration values. The SVM model successfully selected 

applicants for the shortlist, although the data were not sufficiently large. As the results are 

evaluated in the confusion matrix, the numbers of correctly labeled CVs are (TN + TP) 36 

over 39 (all the test data). Including the training, both data selection and learning algo‐

rithm only took 3 s, which is an important advantage over humans since successfully la‐

beled (shortlisted) data are 0.92%. Since in data selection, the features are clearly stated 

unlike black‐box solutions, human biases also can be recognized. For  this study, every 

feature was related to the position, but for a different dataset, it is possible to detect how 

HRM is creating a shortlist. Therefore, it will be possible to detect if race, age, and sex of 

applicants or graduated  schools are  the  inputs of  the  shortlisting. This  can be a game 

changer  for  companies  to maintain  their  sustainability and  competitive advantage. As 

mentioned earlier, hiring the most suitable candidate for the current position is the key to 

keeping the company operating smoothly. Every new hire is a long process and requires 

a new onboarding and learning phase for positions. This study proves that AI can be used 

Figure 6. ROC and AUC results of SVM with Gaussian kernel and 0.001 convergence tolerance.

4. Conclusions and Discussion

Employees are inimitable assets that enable distinct competitive advantage. There-
fore, recruitment is one of the most important tasks of HRM. However, as the recruitment
process is a time-consuming process, it can exhaust applicants and create dissatisfaction.
Companies try to ease the recruitment process as much as possible and simultaneously
cut costs. If candidates are satisfied with the process whether they are hired or not, they
will keep applying for future positions and recommend the company, which is important
for future talent acquisition and sustainability of the workforce for a company. Artificial
intelligence created a huge opportunity to create a shortlist from the resume information
of the candidates. The features depend on both company culture and job position ad-
vertisements. Therefore, the feature selection must be applied before the learning model.
Unfortunately, the feature extraction algorithm, which was an unsupervised method, was
not successful to use in the study. In addition, there were no optimal settings for the
learning model. Depending on the data, the SVM model can produce different results for
each option such as kernel, tolerance, or iteration values. The SVM model successfully
selected applicants for the shortlist, although the data were not sufficiently large. As the
results are evaluated in the confusion matrix, the numbers of correctly labeled CVs are
(TN + TP) 36 over 39 (all the test data). Including the training, both data selection and
learning algorithm only took 3 s, which is an important advantage over humans since
successfully labeled (shortlisted) data are 0.92%. Since in data selection, the features are
clearly stated unlike black-box solutions, human biases also can be recognized. For this
study, every feature was related to the position, but for a different dataset, it is possible to
detect how HRM is creating a shortlist. Therefore, it will be possible to detect if race, age,
and sex of applicants or graduated schools are the inputs of the shortlisting. This can be a
game changer for companies to maintain their sustainability and competitive advantage.
As mentioned earlier, hiring the most suitable candidate for the current position is the
key to keeping the company operating smoothly. Every new hire is a long process and
requires a new onboarding and learning phase for positions. This study proves that AI
can be used to reduce workforce requirements and time costs while producing shortlisting



Sustainability 2023, 15, 2737 13 of 15

using candidates’ resumes. It was also discovered that many of the resume features can be
considered noisy values and need to be taken care of before using the learning algorithm.
It is possible to detect which part of the resumes of candidates is considered while creating
the shortlisting by HR previously. Moreover, the order of importance can be discovered
between the characteristics of the resume with the data selection algorithm. The resume of
the candidate can be considered much more effective and valid for a recruitment process
instead of using personality tests. For future projects, the candidate database should be
larger. Feature extraction algorithms should be examined for efficiency. Finally, NLP AI
should be integrated into the model because, in real life, a resume is not sufficient enough.
A letter of intent and a social network background check can be combined with the results
of the resume inference.
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