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Abstract: With artificial intelligence (AI) becoming increasingly capable of handling highly complex
tasks, many AI-enabled products and services are granted a higher autonomy of decision-making,
potentially exercising diverse influences on individuals and societies. While organizations and
researchers have repeatedly shown the blessings of AI for humanity, serious AI-related abuses and
incidents have raised pressing ethical concerns. Consequently, researchers from different disciplines
widely acknowledge an ethical discourse on AI. However, managers—eager to spark ethical consid-
erations throughout their organizations—receive limited support on how they may establish and
manage AI ethics. Although research is concerned with technological-related ethics in organizations,
research on the ethical management of AI is limited. Against this background, the goals of this article
are to provide a starting point for research on AI-related ethical concerns and to highlight future
research opportunities. We propose an ethical management of AI (EMMA) framework, focusing on
three perspectives: managerial decision making, ethical considerations, and macro- as well as micro-
environmental dimensions. With the EMMA framework, we provide researchers with a starting
point to address the managing the ethical aspects of AI.

Keywords: artificial intelligence; ethical management; research directions

1. Introduction

Artificial intelligence (AI), i.e., “The ability of a machine to perform cognitive functions
that we associate with human minds, such as perceiving, reasoning, learning, interacting
with the environment, problem solving, decision-making, and even demonstrating creativ-
ity” [1], is a unique technology for many reasons. Not only is it difficult for humans to
understand and verify the decisions of AI [2], but it is also challenging to establish rules for
its use as AI is continuously evolving [3]. This “black box” in the application of AI algo-
rithms leads to a lack of transparency even among the creators and poses particular ethical
challenges [4]. As part of societies, business organizations are facing issues regarding the
opportunities and consequences of an increasingly AI-based economy [5–7]. It is unclear,
for example, what happens when AI-based systems are combined and when they produce
results that cannot be pre-evaluated.

Alongside AI-enabled technological advancements, AI’s influence on societies has
also increased. On subjects such as autonomous driving, self-directed weapon systems and
cockpit automation, societal considerations do arise, even touching on matters of life and
death [8,9]. These significant and potentially adversarial societal influences motivate our
article, in which we will argue for the importance of ethical management of AI and how
we, as a research community, might address this challenge.
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On the one hand, AI’s increasing influence on individuals and their societies goes
along with the increasing pressure on organizations to assume responsibility for their AI
products and offerings, including ethical considerations tied to the potential consequences
of their AI’s use on social, environmental, and economic levels [10]. On the other hand,
it goes along with a noticeable shift within the workforce: increasingly relying on AI will
likely replace some routine task-related jobs in order for firms to remain competitive with
others shifting to automated practices. In turn, many more qualified jobs will be created
in the process, thereby generating an overall transition towards more high-skilled jobs.
Ethical AI considerations need to be embodied in managerial decision-making at first,
starting with informing day-to-day operations. More and more organizations want to take
this responsibility [11], but not every employee has the time and resources to holistically
consider and make sense of a currently fragmented scholarly discourse. This fragmentation
poses a risk for the social, environmental and economic sustainable use of AI. The discourse
on organizational AI ethics is still in its infancy [4], and current research on AI ethics resides
within multiple domains, including, but not limited to, philosophy, computer sciences,
information systems (IS), and management research [11]. For this article, we formulate the
following two research questions:

RQ1: What is the current status-quo regarding research on the management of ethical
aspects of AI?

RQ2: What are potential gaps and directions for future research on this topic?

To answer these questions, we conducted a literature search and review, which led us
to the conclusion that there is currently no research on this topic. Against this background,
our goal is to provide an initial framework on how to conceptualize the management
of AI ethics, which will hopefully lead to future research on this topic. We introduce a
framework on how to tie together the three perspectives of (1) managerial decision-making,
(2) ethical considerations, and (3) different macro- and micro-environmental dimensions
with which an organization interacts. Applying this framework to guide decision making
is an essential part of an organization’s ethical responsibility. In summary, we propose
a pragmatic opinion on a conceptualization for ethically managing AI in organizations.
By developing the ethical management of AI (EMMA) framework, we propose to open a
new research area and provide scholars and practitioners with the first reference on this
important research topic.

2. Challenges for Research and Practice

Our motivation is in line with that of scholars who have acknowledged that the
societal and environmental impact of machines and AI deserves more attention [4,12–14].
As a foundation, the question arises: Which potential repercussions of AI are beneficial
or detrimental or, more abstractly, “right” or “wrong”? The question of “what is the right
thing to do?”, which is often connected to the question of “what ought we not do?” is, in
many cases, more complicated than it seems. That question has thus become the foundation
of a whole scientific field—namely, the ethical sciences, a subfield of philosophy [15].

Concerning AI, scholars have begun to establish an ethical discourse (e.g., [16–18]).
Primary examples of ethical considerations include the greater complexity of AI and its
increasing decision-making autonomy [19]. The complexity makes it harder to understand
how and why an AI has come to a particular decision, and which decision it will make
in the future (part of “explainable AI” research) [20]. The increasing decision-making
autonomy of AI concerns decisions that an AI can take on its own with little or no prior
human approval or supervision [21].

This decision-making autonomy, as well as the general use of AI-based systems
in organizations, poses ethical issues concerning various environmental dimensions in
which an organization operates. The renunciation of this ethical discourse, which by its
philosophical and multidimensional nature tends to be controversial, can entail significant
and considerable consequences and risks for our society [16]. We are thus in need of more
theoretical and academic reflection on the ethical issues and boundaries of AI, especially on
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how to empower (future) employees—especially managers—to consider and implement
AI ethics in their daily business [17,22]. As a research community, we should ask ourselves
how we may contribute to the field of ethical management of AI and provide first guidance
in positioning and guiding future research. In this article, we, therefore, highlight scholarly
and practical issues regarding the ethical management of AI and provide a first agenda for
future research.

3. Understanding the Role of AI as an Ethical Phenomenon

Organizations need to be capable of dealing with ethical questions regarding AI,
not least to circumvent unethical as well as potentially harmful consequences of their
AI-based technologies [23,24]. Although being part of an AI arms race, organizations need
to assume responsibility for considering ethical aspects of AI [25]. Not only may policies
and laws demand this [26], but also unheeded consequences may severely impact the
overall organization, for instance, via lawsuits or negative media attention [27].

In traditional business and manufacturing contexts, unethical behaviors mostly occur
by “design” (e.g., the Dieselgate of Volkswagen or the sub-sub-contracting of parcel delivery
services to circumvent labor laws and save costs). Managers are or can easily be aware of
potential consequences that their decisions may have. Unethical behaviors, thus, seldomly
happen by mere “chance.” In the AI context, however, such unethical behaviors may occur
not only by “design,” but also as an unintentional consequence and, thus, by mere “chance”
or “external causes” [27]. For instance, the Tay chatbot released by Microsoft in 2016 became
racist after being trained by users on Twitter, but had not been intended or designed to
become offensive [28]. For organizations, this raises the question of which ethical principles
should be used to develop and manage AI-based technologies. In research, one aspect
which is gaining more and more attention is the prediction of an industry 5.0 [29]. Unlike
industry 4.0, where the focus is on automation, industry 5.0 is about the synergy of humans
and robots. In essence, robots and humans are collaborators instead of competitors [29].
Hence, the focus of industries can be expected to shift away from technical development of
systems and towards the social needs of people [29]. However, there is a lack of guidelines
and frameworks on how to make AI manageable. In order to gather an overview of research
on the intersection of ethics, AI, and management, we conducted a comprehensive literature
search in the beginning of 2020 to identify existing conference and journal publications
within common databases (AISeL and Scopus databases). In order to be able to map the
ethics research perspectives more clearly, we also researched a comprehensive philosophical
database (Philpapers.org database). We used the search term “AI AND (Ethics OR Ethical)”,
resulting in 552 hits and a sample of 192 papers after filtering (see Figure 1).
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Based on ethical issues regarding the use of AI in organizations, the question arises as
to how to structure and classify AI ethics to make them manageable and to open a subfield
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for researchers. Since AI is continually evolving, what has been previously considered
as AI may not be defined as such today, a phenomenon known as the “AI effect” [3].
Therefore, it is unfeasible to provide a unified and precise threshold between AI and
non-AI. Currently, AI is based on different algorithms and techniques, such as supervised
learning, unsupervised, or deep learning. These different approaches result in AI-based
systems with different velocities of self-learning. Differences in the quality and quantity
of training data also mean that the capabilities of AI in organizations vary widely, which
emphasizes the reason why we consider that the quality of being self-learning is one central
distinguishing characteristic of AI in organizations. According to Xia et al. [30], we define
self-learning as a logical model about the self-adaptive goal achievement of software.

Regarding the ethical management of AI, if AI can (at least for now) be classified on the
basis of velocity of self-learning, the question arises as to how we can structurally consider
the ethical aspects of AI in organizations. Ethics is defined as that part of philosophy
that deals with the prerequisites and evaluation of human action and is the methodical
reflection on morality [31]. At the center of ethics is a specific moral action, especially
about its justifiability and reflection. We assume ethical considerations to be of higher
relevance if an AI-enabled technology is in closer interaction with humans. AI tools such
as recommendation, forecasting, or optimization algorithms that increase the efficiency of
large data sets’ analyses are not, per se, high priorities for ethical consideration, because
their direct impact on human lives can be considered as low [32]. The same applies to
areas of application such as database mining and optimizations [33], as they do not have
significant, influential potential on societies or individuals. Furthermore, AI may directly
interact with users in instances such as chatbots in customer service [34], or impact the
lives of individuals or minority groups by disadvantaging applicants for interviews in
HR [35] or steering self-driving cars [36]. Based on these two assumptions, we divide AI in
organizations along the following two dimensions:

1. The degree and velocity of self-learning;
2. The degree of AI’s impact on humans.

As a result of these two definitions, we propose an AI positioning matrix integrating
both perspectives as dimensions (see Figure 2). Note, the positioning of cases within
the matrix is tentative, and their precise positioning may be argued. We have selected
and classified the cases by way of example to describe the range of current AI-based
technologies and do not claim to be complete, nor are these based on concrete numbers.

Our AI positioning matrix resembles a portfolio matrix approach as it is prevalent in
business administration [37,38] and widely adopted in practice, for example by the Boston
Consulting Group and McKinsey [39], in which the spanned dimensions are divided into
three sectors (see Figure 2). The first sector covers AI-based technologies that we consider
to have a low degree of self-learning and a low degree of impact on humans. Due to both a
lower level of human–AI closeness and self-learning, the chance of impactful errors caused
by AI is lower as well. Accordingly, we do not classify this sector as particularly relevant
for the ethical management of AI. The second sector concerns all cases of both a medium
level of self-learning and impact on humans. This sector is more relevant for the ethical
management of AI, as these technologies can have a more significant impact on people’s
lives and behavior. The third sector covers AI technologies that have a high impact on
people’s lives and which we classify as possessing a high degree of self-learning. One case
might be an intelligent decision support system in eHealth, which can help medical staff in
making decisions about people’s health conditions and in recommending treatments [40].
In this article, we primarily consider AI-based technologies from the second and third
sectors as relevant for ethical management.
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4. Conceptualization of Ethical Management of Artificial Intelligence in
Organizations

Given the previously introduced positioning matrix, different AI-related endeavors
can be examined and pre-ranked regarding their potential implications on humans and
societies and, likewise, their necessity to be ethically assessed. AI should meet ethical
standards as well, particularly if of a strong potential influence on humans and societies
and a high level of self-learning. In order to sustain a company’s competitiveness, corporate
offerings do not only require the satisfying of a customer need, but also the complying
with further standards, including ethical considerations [41]. We propose that, in order
to be able to manage AI ethics, we need to consider an interplay of three parts. First,
AI-related managerial decisions need to embody ethical considerations if the endeavor is
ethically charged (for instance, a project in sector two or three). Second, to incorporate
ethical aspects, managers need to have an ethical reference frame within which they can
match different potential decisions with ethical considerations. Third, different dimensions
of an organizational environment, including but not limited to stakeholder groups, need
to be taken into consideration. This triad highlights our understanding that all parts are
interconnected with each other, forming the EMMA framework (see Figure 3).
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4.1. Managerial Decisions

In principle, all services and products offered by organizations need to be purposeful in
order to be valuable, whether it is customer value manifesting in prices paid or shareholder
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value reflected by market valuations [39,40]. Such offerings are the result of a value
creation process (e.g., manufacturing or software development). Operational actions
are influenced by decisions that guide an organization’s value creation process. Hence,
organizational decision making guides and steers the daily course of action. To underline
the importance of shaping ethically sound AI-enabled offerings, we argue for incorporating
ethical considerations within organizational decision making. Given the significance of
AI ethics [42], we assume a holistic responsibility of different organizational decision-
making levels for adhering to an organization’s ethical reference frame. Section 5.1 offers
an exemplary operationalization of this managerial decision making.

4.2. Ethical Considerations

To shape an ethical reference frame, organizations need to decide on their ethical
foundations. Basic considerations on how the business should be carried out and which
standards should be adhered to are relevant aspects for such an ethical reference frame.
This frame should be flexible yet specific enough for research and to allow managers
to challenge and evaluate complex organizational decisions. For instance, managers
should not only be able to gauge new products and services against this frame, but
also steer the organization overall (e.g., cross-sectional tasks such as human resources).
Section 5.2 introduces exemplary ethical streams and considerations relevant to an ethical
reference frame.

4.3. Environmental Dimensions

Ethical considerations and the derivation of a reference frame, in turn, do not occur in
vacuo. Ethical aspects are influenced by—and themselves influence—an organization’s
environment on both inner- and outer-organizational levels. For instance, stakeholders
such as customers, societies, or political landscapes, may be influenced or impacted by
product and service offerings provided in unethical ways. As employees and decision-
makers may not be mindful of potential environmental dimensions, it would be beneficial
to provide both groups with appropriate guidance on the environmental dimensions to be
considered. Section 5.3 explicates an exemplary operationalization of these dimensions.

5. Applying the Ethical Management of Artificial Intelligence Framework

Extending from the previously outlined general considerations, leading to the propo-
sition of the EMMA framework (see Figure 1), we will in this section provide an example
of how the individual components of EMMA can be operationalized (see Figure 4). In
the end, companies have to adapt EMMA according to their decisions’ process structure,
ethical values, and environmental factors.
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5.1. Operationalization of Managerial Decisions

To operationalize managerial decisions, we opted for a segmentation regarding the
different levels of organizational decision making. A separation into strategical, tactical,
and operational management and decision making has been widely accepted and has
become one of the cornerstones of strategical management [43,44].

With strategical decisions touching on the overall vision and strategy, they are consid-
ered more long-term oriented and aim at steering the overall organization to stay ahead of
the competition [45]. The strategic level can define and change key ethical considerations
informing and guiding the overall organization. Strategical management directs tactical
decision making, which focuses on how the organizational strategy and vision can be
enacted [46]. With a mid-term focus, tactical management converts strategy into action
plans. For instance, it weighs potential AI options against each other and directs the
operational management with a strategic–tactical decision-making framework. Eventually,
the operational level is concerned with developing, implementing, and applying tactical
decisions [44].

In the case of AI, ethical challenges may arise on the operational level (e.g., an AI may
be acting in non-predicted ways, overstepping ethical boundaries). Given a hierarchical
organization, general employees may stay at arm’s length from strategical or tactical
management, both intentionally and unintentionally. Decision makers may not have
developed a close communication with the employees implementing the decision, or such
employees may feel uncomfortable in openly addressing challenges arising during daily
business. These considerations underline the important rule of an organizational feedback
culture across the entire hierarchy, favoring and empowering employees to speak up and
to be heard [44]. In sum, said concerns render the feedback function an essential part of the
instantiated EMMA.

5.2. Operationalization of Ethical Considerations

In order to enable the development of ethical considerations, we looked at three main
research streams of ethics—meta-ethics, normative ethics, and applied ethics—as well as
descriptive ethics [47]. This section provides a pivotal overview of the ethical concepts
potentially relevant for EMMA based on a comprehensive literature review on AI from an
ethics research perspective (Tables A1–A4 in Appendix A). We hereby introduce relevant
ethical considerations for our EMMA framework.

As the first stream, we identified epistemic perspectives as the most relevant part
of meta-ethics in the context of ethical AI use (Appendix A Table A1). Epistemology
deals with how knowledge can be derived and, regarding AI, how to identify ethical
requirements for AI-based technologies [48]. In addition, we are aware of other ethical
views, such as the antinatalism of Schopenhauer and Heidegger’s work “Being and Time”.
As an exemplary challenge regarding AI, Coeckelbergh [49] compares the creation of AI
with the Frankenstein problem and refers to Heidegger. Instead of trying to control it, he
stated that we have to let go. This means he suggests that we should wait for a change
to happen.

The normative ethics point of view, i.e., prescriptive ethics, leads to an evaluation of
whether an action is perceived as good/ethical or not and eventually arrives at normative
guidelines [50]. We aim to formulate issues regarding the management of AI in the form of
ethical questions, taking into account the basic structure of normative ethics (Appendix A,
Table A2), and have identified Max Weber as one of the most important pioneers of modern
normative ethics [50]. We also include ethics of responsibility as part of a deontological
view in our normative ethics considerations. This ethical viewpoint refers to Norbert
Wiener’s great principles of justice, which are (1) the principle of freedom, (2) equality,
(3) benevolence, and (4) the minimum infringement of freedom. As a complementary
principle, we also supplemented dignity, as it was a highly relevant component of some
normative ethical studies that considered dignity in the context of ethical AI use [51]. As
a last important concept of normative ethics, we have identified Plato’s virtues, which
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include (1) courage, (2) justice, (3) temperance, and (4) prudence, which were also revisited
in the context of AI [52].

To cover an applied ethics perspective, we focused on aspects of business ethics
(Appendix A, Table A3). We applied computer and information ethics on Norbert Wiener’s
point of view on justice and also covered recently introduced topics such as (Kantian) moral
agents and cyborg ethics.

For the descriptive ethics stream, we identified what we framed as a criminal per-
spective (Appendix A, Table A4). Following Spinellis [53], this includes the absolute and
relative punishment theories which focus on punishment approaches for unethical behavior
(according to Kant and Hegel). As another relevant aspect, we identified the deliberation of
actions, such as harmful actions with or without an intention or non-harmful actions that
become harmful through manipulation [54]. We also considered reasonings and individual
perspectives such as cognitive and emotional control [55] in the context of criminal actions.

Against the background of these focal points, we consider the management of AI in
a structured manner to derive relevant questions for research and practice. Nonetheless,
future research will be necessary to provide further indications on how to precisely shape
and render ethical reference frames for organizations, for instance, extending previously
non-AI-related frameworks for ethics in organizations [56].

5.3. Operationalization of Environmental Dimensions

As introduced in Section 3, ethical considerations do not happen in vacuo but need to
be considered per different environmental dimensions. We decided to follow a classifica-
tion scheme of political, economic, socio-cultural, technological, environmental, and legal
(PESTEL) dimensions, inspired by the PESTEL analysis, a traditional approach to environ-
mental scanning in strategical management [44]. The PESTEL analysis describes a business
environment for specific market conditions, developments, and their effects, in order to
shape sound decision-making principles for the management of an organization [57]. The
initial analysis assumes that different external dimensions influence a company’s success,
and thus its management [58]. However, a company and its management can also influence
the environmental dimensions.

5.4. Reflections on Future Research Opportunities

Bearing in mind the prior operationalization that serves as one potential instanti-
ation for our EMMA framework (Figure 3), this subsection ties the framework’s three
perspectives together. Taking the six dimensions suggested by the PESTEL framework
into account, managerial and academic questions from different standpoints arise. In the
following subsections, we present an initial opinion on various aspects induced by EMMA
that a future research subfield may address.

As an overall key consideration and basic premise, strategical management needs
to establish an organization-wide ethical code of conduct to inform ethical evaluations
and decision making. Without such ethical principles and guidelines, it is hard to gauge
decisions and compare alternatives with respect to ethical considerations. To investigate
the influence of AI on different dimensions, we have adapted PESTEL as an exemplary
classification framework. This objective is critical to understand in order to define the tech-
nological dimension of PESTEL, which considers the impact of an AI on other technologies,
but not the societal impact of a particular AI (this would be part of the societal dimension).

Each PESTEL dimension holds a basic premise, which we understand as the theoretical
and hypothetical influencing potential of an AI. For this deliberation, it is not crucial that
the influence is exerted, but rather that the influence may or could be. Afterward, we
assume the strategical management to be responsible for deciding if an ethical influence
is justifiable in general, and to what degree and within which boundaries in particular.
These considerations become part of the strategic decision making and guide the tactical
management function, whose task is to transform a more general strategical decision
into a set of tactical decisions that can be implemented by the operational management
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function. On the tactical level, the decision upon an AI’s ethical justification is made. This
decision includes the task of identifying, evaluating, and comparing different approaches
to fulfill the strategical decision within the strategical boundaries. Tactical management
also needs to consider ethical boundaries attached to sourcing external AI (e.g., from other
companies). As a result, the strategical decisions are amended by tactical directions as
to how the AI shall be enacted. Eventually, on the operational level, core questions of
implementability arise. In light of AI, the main challenges are to develop and apply an
AI so that it remains within the strategic–tactical decision-making framework, and to
comply with the ethical boundaries and the organization’s ethical code of conduct. Since
AI can be an undetermined endeavor with regards to its implementation and outcome, the
operational level cannot rely on the traditional execution function but has to be empowered
in order to be sensitized and foresee potential ethical conflicts arising during development,
implementation, or application of an AI.

5.4.1. Political

Basic premise: What influence may AI used by organizations reasonably exert on
politics, and how may it influence the organization’s perception by politics?

The political dimension includes but is not limited to: policy setting and legislation;
political stability; self-defense and military; trade; and taxation.

The political dimension demands organizations to consider the potential influences
their AI may exert on politics. Within the political dimension, EMMA does not selectively
refer to policy setting [59], but governmental functions and the political system as a whole.
An organization’s AI may not only influence politics but also shape how an organization
is being perceived in political landscapes. In light of lobbying, organizations may use AI
to directly influence political and public opinion [60,61]. By seizing a user base’s inertia,
habits, or prejudices, an organization’s AI may influence its users to subvert political
decisions.

Previous research already indicated that artificial intelligence, and especially social
bots, were used to influence public opinion in political discourses. For example, Bessi
and Ferrara [60] identified automated Twitter accounts during the US presidential election
campaign in 2016 that tried to spread specific political opinions and manipulate political
communication on Twitter.

On the other hand, there is also the question of how politics can influence the ethical
management of AI. One ethical researcher discussed the role of punishment for ethically-
wrong actions regarding AI [62]. Politicians could use their influence to develop strategies
that punish organizations not following politically desired ethical codices.

5.4.2. Economic

Basic premise: What influence may AI used by organizations reasonably exert on the
economic system, and how may it influence the organization’s perception in the economic
system?

The economic dimension includes but is not limited to: the economic system; financial
markets; economic growth; and market valuation.

In the economic dimension, organizations should holistically consider their AI’s
influence on the economic system. Here, “the economic system” refers to the market,
national, and global economy. By accumulating bargaining power or significant market
shares, organizations can have an increasing influence on an economic system. Higher
market power may render it more accessible for organizations to act in their interest,
to say nothing of ethical considerations for the general welfare. As a consequence, AI
may constitute significant risks for economic stability. These risks were presaged by the
global financial crisis starting in 2007, partly fueled by derivatives being sold out by
highly complex algorithms self-reinforcing each other [63,64]. Similar economic power may
arise from developments such as robo-advisors autonomously investing and trading [65].
Conversely, organizations may use AI to gain economic advantages that may not align
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with public welfare or societal goals. For instance, being able to train an AI with unethically
derived training data can lead to competitive advantage and increase an organization’s
market valuation, adversely affecting organizations that operate ethically.

If a manager considers how AI can be applied to influence an economic system, the
first step should be to develop AI’s consciousness of moral actions further. In business
ethics research, this is termed a “moral agent” [66]. These moral agents could be used to
support decision-making processes [67] regarding the economic system.

5.4.3. Social

Basic premise: What influence may AI used by organizations reasonably exert on
societies, and how may it influence the societal perception of the organization?

The social dimension includes but is not limited to: society’s ethical and moral values,
organizational working culture; and organizational reputation.

The social dimension deals with AI’s impact on societies. Both the society surrounding
an organization as well as the society within an organization have to be considered. The
external perspective focuses on the impact that AI may have on customers and societies
as a whole. One particular conflict can be that societal and organizational ethical values
differ [68]. An organization’s management may prioritize maximizing shareholder value,
while society may value ethical considerations conflicting with shareholder profits [24].
Thus, management has to be mindful of a society’s ethical compass and if their AI complies
with it. From an internal perspective, AI may influence the organization itself, for instance,
by implementing AI to optimize an organization and support or replace employees [5].
In optimizing work processes, AI may overburden employees, setting unreachable or
unsustainable work goals, eventually leading to phenomena such as technology-induced
stress, or “technostress” [69]. If supporting organizational decision making and receiving
a high degree of autonomy, AI-based leadership may also raise ethical concerns as to
balancing organizational needs with those of employees.

Even if an AI adheres to an organization’s ethical framework, the actions of this AI
may still be judged as immoral by society. Accordingly, the social dimension is particularly
challenging, as the moral values of a society—and the ethical standards that societies have
established to respond to such values—can be subject to unexpected changes and may not
be codified as specific laws.

As one of the most important concepts of philosophy, Kant’s categorical imperative
could be used as a code of conduct for AI’s interaction with society. Etzioni and Etzioni [18]
also considered AI and ethics against the background of Kant’s categorical imperative and
discussed the effects on humans. Tonkens [70] denies, however, that the standard form of
Kantian artificial moral agents agree with the spirit of Kant’s philosophy, and he demands
that further ethical principles be used to develop an ethical framework for AI.

Furthermore, the use of AI can be associated with various ethical risks and rewards for
societies [71]. One risk is the possibility of cognitive degeneration if a person is cognitively
overburdened. AI can also limit autonomy, as it can provide different predefined choices,
and it can replace interpersonal relationships. Although this also offers possibilities in
cases where interpersonal relationships are not possible, there are risks if communication
takes place exclusively via AI assistants.

5.4.4. Technological

Basic premise: What influence may AI used by organizations reasonably exert on the
use of technologies, and how may it unfold and evolve within technologies, potentially
influencing living beings?

The technological dimension includes but is not limited to: AI-enabled products and
services; AI development and implementation; AI explainability and transparency; human
imitation and impact on humans; and technology assessment.

Although AI as a technology is also implicit in the other PESTEL dimensions, this
technological dimension focuses mainly on an AI’s potential influences on other technolo-
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gies. As a result of this, we understand, for example, AI to AI (AI2AI) interactions in
which one AI exchanges information or prescribes decisions to another AI. One instance
may be a drone as an autonomous weapon system that may have one AI for coordinating
and detecting offenses, one AI for deciding on firing a drone, one AI for pathfinding, and
another AI for deciding on the ideal point in time to ignite the drone’s warhead. These
systems exchange information with each other, and as such decisions happen more and
more autonomously—and at lightning speed—the initial debate has begun in favor of such
systems that include some control function. For instance, an AI may serve as a lawyer
or ethical instance, overseeing all other systems and autonomously deciding about the
appropriateness of an attack [8]. The financial system provides another example of an
AI2AI system with algorithms trading increasingly autonomously [72], which is not, per
se, unethical. However, if the individual or societal welfare is impaired, the consequences
of these AI decisions become relevant.

From a philosophical point of view, social choice ethics also address the question of
how an AI technology can be developed so that it can make moral decisions. Baum [73]
identified three decisions based on normative ethics that must be made in this regard: (1)
standing (concerning whose views on ethics are included), (2) measurement (concerning
how their views are identified), and (3) aggregation (concerning how personal views are
combined to a single view that could guide AI behavior). These decisions would, in any
case, have to be made before the development of AI and should not be left to the self-
learning AI [73]. Beckers [74] asked himself what risks arise when we create AI in our
image. He raises several assertions and principles that should be considered when creating
AI, such as the fact that we do not yet fully understand intelligence as a concept. He also
discusses conventional philosophical approaches, such as antinatalism, and explains why
he rejects them and why an intelligent AI should be built under specific circumstances [74].

5.4.5. Environmental

Basic premise: What influence may AI used by organizations reasonably exert on
resource utilization, and how may it influence the organization’s perception as environ-
mentally friendly?

The environmental dimension includes but is not limited to: resource utilization;
power consumption; waste management.

The environmental dimension addresses considerations regarding the overall impact
of an organization’s products and services on its environment. Aspects include natural
resource utilization, energy consumption, and accompanying effects such as greenhouse
gas emissions [75]. AI may necessitate the use of natural resources in an unsustainable
way, i.e., using up resources faster than they can regenerate. Primarily, AI itself may use up
resources such as rare earth elements and conventionally generated power that is necessary
for the IT to run AI. Such environmental influences can lead to new policies being enacted,
negative public relations, or even some kind of collective boycott.

Another vital contribution to the debate was made by Sparrow, who outlined a
discourse on responsibility for AI in crises [76]. He raised the question of who can be held
responsible for war crimes perpetrated by autonomous robots. The programmer? The
commanding officer? The machine itself? In order to clarify this problem, he compared it
with the problem of child soldiers. There, too, there would be no answer to the question,
since child soldiers also sometimes acted autonomously. Sparrow, therefore, opposes the
placement of autonomous AI in war zones.

5.4.6. Legal

Basic premise: What influence may AI used by organizations reasonably exert on
the legal framework, and how may it influence an organization’s perception as legally
compliant?

The legal dimension includes but is not limited to: health, safety, consumer, product
and labor laws; and data privacy policies.
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The legal dimension considers AI’s influence on, or interference with, a legal frame-
work. Notwithstanding rare instances of ethical actions in favor of a higher good that allow
for illegal actions, as may be the case with some freedom or democratic movements, we
assume that illegal actions, in the majority of cases, will also be unethical [77]. Jones [78]
conceptualized this commonality as “an unethical decision [to be] either illegal or morally
unacceptable to the larger community”. The legal framework can be external (i.e., the law
and order of a government or public authority), but also internal (such as organizational
policies and work rules) [79]. Although legal aspects resonate within the other PESTEL
dimensions, there are distinctive legal issues present. An AI may become able to unveil
legal loopholes and allow an organization to act in a law-abiding but unethical manner [27].

At the same time, an AI may collect data that is unnecessary or even forbidden by
privacy policies without users noticing this. Under those circumstances, AI may criminalize
uninformed or unwary users without their knowledge—for instance, through unethical
or illegal data processing. Already, in non-AI instances, such legal issues have arisen. For
instance, WhatsApp has been accused of automatically collecting and processing user data,
including users’ entire mobile phone contacts list, thereby misleading their users to disobey
local laws [80]. In training complex AI models, similar instances of illegal or unethical data
collection may render similar legal challenges [81].

Ethics research provides some examples of how legislation could and should influence
developments in AI. Under the term AIonAI, for example, a new law was introduced that
deals with cases of interaction between different AIs [82]. In order to implement a law on
AI2AI interaction, Ashrafian [82] followed the declaration of human rights and reviewed
each article to see if it could be applied to AI or not. Kant’s categorical imperative could
also be used to create laws for AI [18].

6. Discussion

With AI spreading into almost every aspect of our lives, this article illustrates that
AI touches on pertinent ethical issues, effecting our society on social, environmental,
and economic levels [12,18]. This article set out to address the issue of a fragmented
discourse on the ethical management of AI by providing a synthesized framework (EMMA)
supporting both scholarly research and organizational implementation. As with most
ethical discourses, organizational or business ethics cannot be seen as black and white,
or right and wrong [83]. Although certain bottom lines are widely agreed upon (such
as the universal declaration of human rights, UDHR, of the United Nations), ethical
considerations bear a robust cultural imprint [23,84–86]. Nevertheless, this should not
impede scholars from highlighting the importance of ethical considerations. With AI’s
advancing capabilities, we assume the consideration of EMMA to be an ongoing quest for
organizations researchers.

In connecting the philosophical discourse with the managerial decision levels and
the PESTEL environmental dimensions, our operationalized instantiation of the EMMA
framework demonstrates a significant scholarly contribution for both range and impact [87].
To the best of our knowledge, it is the first comprehensive and holistic account focusing on
the issue of how to make AI ethics manageable in organizations. Providing a foundation
for a research field of managing AI ethics, our proposed positioning matrix and EMMA
framework help scholars to position their research projects and to address existing research
gaps. Complementarily, our instantiated EMMA framework can have a broad impact on
businesses and societies and may support management in assuming its ethical responsibil-
ity. Our positioning matrix allows managers to prioritize different AI projects according
to their potential importance for ethical consideration. The instantiation of our EMMA
framework serves as a managerial starting point, identifying key questions and conflict
lines as well as presenting possible effects of AI on different organizational decision-making
levels and environmental dimensions. So, what can we, as a community, do?

Lastly, we would like to acknowledge that philosophical sciences are more experienced
in pure ethics research, computer sciences in AI, management sciences in management,
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and the like. However, this article highlights that EMMA is a cross-sectional topic in need
of research and scholars able to connect different “scholarly conversations,” in line with
the reasoning for cross-paradigm and interdisciplinary research [88,89].

7. Limitations and Avenues for Future Research

Our article is not free of limitations. First, in proposing the research subfield of EMMA,
an EMMA framework has been introduced on an overarching level. With our guiding
questions in mind, future research can further explicate our foundation, for instance,
by deriving specific (and potentially commensurable) managerial guidelines to ethically
manage and evaluate AI for a particular environmental, organizational, cultural, or further
specificities (e.g., [90–92]). Second, this article focuses on the ethical perspective. In
future accounts, the interlinkage of employees’ and decision-makers’ moral values with
organizational ethics may receive further elucidation—for instance, drawing on the value
management discourse (e.g., [93,94]). Third, as for all literature review based approaches,
we were limited to the articles accessible to us during the review process. Hence, future
research can expand and challenge our results and propositions by conducting a new
review.

8. Conclusions

In this article, we examined the current extent to which research and practice has
engaged with the challenge of managing the ethical aspects of including AI in products and
services, potentially leading to unintended ethical consequences. Based on our literature
review results, we concluded that this topic is in its infancy, lacking a clear framework
of what to consider. Against this background, we developed a general EMMA frame-
work, consisting of the interrelation of managerial decision, ethical considerations and
environmental dimensions. We operationalized this framework to develop a set of research
questions, which we consider to be at the core of future EMMA research.

In sum, we encourage scholars to build on our work and to provide their perspectives
on EMMA. In times of increasingly accelerating technology cycles, we should not forget
about the ethical implications of our actions. In all modesty, we hope for our EMMA
framework to spark an essential discourse on how to make theoretical considerations about
ethics feasible and manageable—a discourse whose time seems to have come.
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Appendix A

Table A1. Meta ethics.

Ethics Sub-Stream Philosophical Approach Principles Sources

Antinatalism
Metaphysical antinatalism

Modern antinatalism
(Schopenhauer)

Why we should not create
new humans [74]

Modern hermeneutics and
existential philosophy Being and Time (Heidegger) Hermeneutic Phenomenology

Ontological approach [49]

Table A2. Normative ethics.

Ethics Sub-Stream Philosophical Approach Principles Sources

Consequentialist
Actions ethical if outcome
viewed as beneficial

Max Weber:
Ethics of Conviction

Tradition
Institutionalized patterns
Charisma
Leaders’ persuasiveness
Legal
Legitimacy by adhering to
impersonal rules and
universal principles subject to
suitable legal–rational
reasoning

[95,96]

Deontological
Actions ethical if adhering to
institutional rules, regulations,
laws, and norms—including
socially accepted norms

Max Weber:
Ethics of Responsibility
—>Great Principles of
Justice (Norbert Wiener)

Societies should be built on:

1. Principle of Freedom
2. Equality
3. Benevolence
4. Minimum Infringement

of Freedom

Virtues (Plato and Socrates)
Character of a moral agent as
driving force; actions as a
reflection of the moral
character

Plato’s virtues

1. Courage
2. Justice
3. Temperance
4. Prudence/Wisdom
5. (Dignity)

[97]
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Table A3. Applied ethics (business ethics).

Ethics Sub-Stream Philosophical Approach Principles Sources

Computer and Information Ethics

Great Principles of Justice
(Norbert Wiener)

1. Principle of Freedom
2. Equality
3. Benevolence

Minimum Infringement of Freedom

[98]

Ethics methodology of
Norbert Wiener:

1. Identify an ethical question or case
2. Clarify any ambiguous

ideas/principles
3. Apply already existing, ethically

acceptable principles, laws, rules, and
practices

Use the purpose of a human life plus the
great principles of justice to find a solution

Recently introduced topics of
business ethics

1. Online ethics
2. “Agent” ethics
3. Cyborg ethics
4. The “open source movement”
5. Electronic government
6. Global information ethics
7. Computing for developing countries

Ethics and nanotechnology

Kantian artificial moral agents According to Categorical Imperative [70]

Table A4. Descriptive ethics (criminal perspective).

Ethics Sub-Stream Philosophical Approach Principles Sources

Wrong ethical action →
Consequence → Function of
punishments

Absolute punishment theory
(Kant/Hegel)
Punishment necessary

Retaliation theory
Atonement theory
Theory of debt settlement

[99]Relative punishment theory
Punishment necessary to
avoid repetition of wrong
actions

Specialized prevention
e.g., imprisoning →
preventing further actions
Resocialization
Improving
General prevention
Change societal means

Purpose/Deliberation of
Action

1. Harmful action with intention
2. Harmful action without intention
3. Unharmful action becomes harmful through manipulation

[54]

Individuals’ actions

Reasoning Cognitive Control
Emotional/Affective [55]

Perspectives
Individual
Organizational
Societal

[100]
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