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Abstract: In this paper, the possibility of installing small hydraulic turbines in existing water-supply
networks, which exploit the daily pressure fluctuations in order to produce energy, is examined. For
this purpose, a network of five pressure sensors is developed, which is connected to an artificial
intelligence system in order to predict the daily pressure values of all nodes of the network. The
sensors are placed at the critical nodes of the network. The locations of the critical nodes are
implemented by applying graph theory algorithms to the water distribution network. EPANET
software is used to generate the artificial intelligence training data with an appropriate external call
from a Python script. Then, an improvement model is implemented using the Harmony Search
Algorithm in order to calculate the daily pressure program, which can be allocated to the turbines
and, consequently, the maximum energy production. The proposed methodology is applied to a
benchmark water supply network and the results are presented.

Keywords: WDNs; harmony search algorithm; machine learning; graph theory; micro hydro generator;
wireless sensor network

1. Introduction

Water pressure management is one of the main issues in water distribution networks
(WDNs) as it is related to water and energy saving [1]. High-pressure values are directly
connected to leaks, water losses, and damage of pipes, especially in old WDNs [2]. Given
that the hourly water demand changes significantly during 24 h, corresponding changes
are created in the pressure of the network nodes. The problem becomes more acute during
the hours when water demand is low. There are several papers in the literature on the rela-
tionship between pressure and water loss [3–5], as well as strategies and methodologies for
reducing pressure using control valves (PRV) [6–8] aiming at leakage reduction through the
minimization of the water pressures. Metaheuristic algorithms such as the harmony search
algorithm have also been used to optimally set and position pressure reduce valves [9].
This group of algorithms has proven to be very effective in solving nonlinear problems
without requiring high computational resources [10–12].

Each node of the network has a minimum pressure requirement, depending on the
altitude, the height of the buildings, the losses in the pipes, etc., and when this is satisfied
a strategy for managing the extra pressure at the nodes is necessary. The most common
solution for pressure management in the literature is to maintain a constant pressure at
specific nodes; although, various real-time applications that use monitoring pressure sensor
measurements in order to adjust the pressure of the nodes according to demand have been
proposed [13,14]. The pressure needs to be set high enough to still satisfy customers’ needs
subject to a minimum pressure target.

However, a head drop in any PRV is an energy dissipation that could be an opportunity
to generate electricity power [15–18]. Power potential recovery from water networks can
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be implemented in various ways in order to allow both an efficient power conversion and
a reliable network pressure regulation [19,20]. A popular methodology is PATs (Pumps As
Turbines). The function of a PAT is to convert the kinetic energy and pressure energy of
the fluid into mechanical energy of the rotor according to the pressure requirements at the
nodes of the downstream network. During the day, when the needs for water and pressure
at the nodes are greater than at night, the PAT acts as a pump ensuring the required flow and
pressure, especially at the highest nodes of the network. During the evening hours when
water needs are lower the PAT can operate as a power turbine exploiting the daily excess
water in the tanks. In this case, the PAT should be placed downstream of the tank so that
it generates gravity energy at night. In addition to generating electricity, PATs contribute
significantly to reducing node pressure and thus minimize water loss and pipeline failure.
The most common practice for limiting high pressure is to use pressure relief valves (PRV).
Replacing them or operating in parallel with PAT can effectively control pressure even
if the power recovery is low. In particular, installing PAT on existing WDNs can be a
viable option to reduce the consequences of high pressure without excessive installation
costs and if combined with another renewable energy source, can have significant energy
benefits [21]. A pump system that works both as a pump and as a turbine can be used
as micro-pump storage. In this case, the micro-pump system is connected with water
tanks. Operating as a pump, the micro-pump system transports water from low to high
potential storing energy, while operating as a turbine, it uses the stored water to generate
electricity [22]. The most important advantages of PAT are the simplicity of installation
instead of a conventional turbine for this kind of application and the low investment cost.
Usually, in WDN, the water supplies range between 0.01 and 0.5 m3/s and the pressure
load between 1 and 100 m. In these ranges, the conventional types of turbines (Pelton,
Francis, Kaplan, etc.) can be barely functional [23]. In the literature, the financial analyses
show a payback period of the installation cost of a PAT system of about 2 to 3 years;
although, the efficiency of PATs is lower than that of conventional systems. [24] In order
to evaluate investment proposals in energy recovery systems, cost classification systems
have been developed using corresponding cost groups from hydropower plants. [25] In
addition, many computational models and methods of financial evaluation have been
developed. These models predict the cost of PAT from the nominal water flow and the
available hydraulic head [26] or choose PATs whose operating point gives the minimum
payback time [27]. As PATs replace or operate in parallel with PRVs, another approach
is to choose the most economical solution between PATs and PRVs using the Net Present
Value [28].

The idea of using pumps as turbines dates back to the 1930s and studies focus on
predicting the operation curve of the turbine from the pump curve. Some of these studies
use experimental data for pump reverse operation [29], but most use mathematical models
to predict the turbine curve in contrast to costly laboratory experiments. For this purpose,
in the literature, there are various methods for predicting the operation curve of the turbines
that use artificial neural networks [30,31] or various optimization methods in combination
with statistical correlations. Simplified theoretical models as well as physics-based models
are also quite common in trying to predict the reverse operation of the pump [32–34]. Most
of the malfunctions of PATs are related to the lack of performance data during the reverse
hydraulic operation of the pumps by the manufacturers and consequently the need to
generate experimental data or to develop models for predicting the turbine performance
from the pump data. Most models aim to predict the PAT Best Efficiency Point (BEP) of
the PAT by knowing the BEP of the pump from the manufacturer’s manuals. However,
the use of PATs or the replacement of PRVs by PATs does not constitute an immediate
recovery of lost energy and the main reason for this is the difference between the operating
curves of pumps and turbines. In other words, a pump with the best possible efficiency
may display small efficiencies during a reversal mode. For these reasons the use of PATs in
existing WDNs should be implemented in the context of integrated financial planning and
feasibility studies, which should prove the viability of the installation. However, there are
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many case studies of PAT technology on water distribution networks. Table 1 shows some
important publications on PAT applications in WDNs.

Table 1. Case studies of energy recovery.

Subject Case Study Location Reference

A technical overview of the design and the outcomes
of a first-of-its-kind Pumped Hydro Energy Storage
(PHES) micro facility

Froyennes, Belgium Morabito (2019) [35]

Experimental activity to select pumps running as
turbines in micro-hydro plants Cosenza, Italy Barbarelli (2017) [36]

Energy recovery from replacing PRVs with MHPs in
the WDN Tehran, Iran Hamlehdar (2022) [37]

Determines the potential of the water supply and
effluent treatment system for generating electricity Pato Branco, Brazil Da Silva BLA (2011) [38]

Control pressure within a district of Naples water
distribution network, showing large potential
revenues of PATs

Napoli, Italy Giugni M. (2009) [39]

Telemetry data from control valves and
pressure-reducing valves within the Dublin city
water supply network are analyzed to identify
suitable locations for energy recovery

Dublin, Ireland Corcoran L. (2012) [40]

Identifying Hydropower Potential of Alpine Regions Carinthia, Austria M. Möderl (2012) [41]
Economic feasibility analysis of substituting existing
pressure reduction valves (PRVs) with pumps used
as turbines (PaTs) in two real Italian water
distribution networks (WDN)

Murgia—Central Apulia, Italy Balacco (2020) [42]

Proposes an energy sustainability score for
benchmarking WDNs Kolkata, India Zaman (2021) [43]

influence of the leakages in energy recovery systems
at irrigation networks Vallada. Spain Carlos Andrés Macías Ávila (2021) [44]

Proposes a framework for WDN by reconfiguring
the original network layout into (dynamic) district
metered areas

Parete, Italy Giudicianni (2020) [45]

Real-Time Control of Pressure and
Hydropower Generation Benevento, Italy Fontana (2018) [46]

Genetic algorithm to optimize the regulation of
PAT settings. Catania, Italy Creaco (2020) [47]

A hybrid PAT with solar pilot system and a
traditional diesel generator in an off-grid farm. Cordoba, Spain García (2021) [48]

In the present paper, a combined method of real-time monitoring of the pressure
value with methods of artificial intelligence and metaheuristic optimization methods is
proposed, which searches for time opportunity “windows” of electricity production during
the operation of the water supply network in real time. The hierarchical flow diagram of the
methodology proposed in the present work is presented in Figure 1. The novel proposed
methodology looks for power generation opportunities from WDNs during their operation.
The three main issues analyzed in the methodology are: at which nodes the PATs will be
placed, at which time steps they will be activated within 24 h, and how much theoretical
energy is available for recovery without creating problems in the operation of the network.
In the literature, similar strategies for real-time management of energy production using
AAN have been proposed [49]. The innovation elements of the proposed method are: the
combined use of an artificial intelligence method with a metaheuristic algorithm at the
same model and an attempt to answer the three questions mentioned above: PAT position,
activation time, and how much pressure to exploit.
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2. Benchmark Water Distribution Network

The proposed methodology in this paper will be applied to the WDN studied by
Jowitt and Xu [50], which is reproduced in Figure 2. This network is a benchmark Water
Distribution System, which is very often used to verify optimization methods in water
supply networks such as optimal valve location in [51–53] and PAT localization problems
in [54]. The network consists of 37 links, 22 nodes, and 3 reservoirs. The characteristics of
each link are given in Table 2, and the elevation of each node in Figure 2. The minimum
pressure for each node is set at 20 m and the Hazen Williams formula is used to calculate
the friction losses. In the literature, the water demand is usually taken as an hourly average
with the highest peaks at noon. Given the hourly demand, the average daily is also
obtained. From the average daily demand is calculated the maximum daily usually with
some peak rates [55], which depend on the population that serves the network. However,
the most critical parameter for the failure of a water supply network is the instantaneous
demand [56]. That is, the percentage of the population that will use water at the same
time. Various methods have been proposed for instantaneous demand calculation, but the
stochastic generators are considered to approach the real value in a more rational way. The
water demand at the nodes is a parameter that will be predicted by the neural networks
based on the pressure at specific nodes. Therefore, for the training of neural networks, it is
necessary to create a set of data on hourly water demand. For all the above reasons, the
random normal distribution with a base value of 5 L/s is chosen, which is described in
Equation (1).

p(x) =
1√

2πσ2
e−

(x−µ)2

2σ2 (1)

where µ = 1 is the mean and σ =2 is the standard deviation.
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Table 2. Link IDs, Diameters, and Lengths of the WDN under investigation.

Link ID Diameter (mm) Length (m) Link ID Diameter (mm) Length (m) Link ID Diameter (mm) Length (m)

Pipe P1 457 606 Pipe P13 305 249 Pipe P25 381 1097
Pipe P2 457 1930 Pipe P14 305 3383 Pipe P26 229 914
Pipe P3 305 5150 Pipe P15 152 1406 Pipe P27 152 832
Pipe P4 152 326 Pipe P16 229 931 Pipe P28 305 822
Pipe P5 229 844 Pipe P17 152 2334 Pipe P29 229 1072
Pipe P6 381 500 Pipe P18 457 1600 Pipe P30 152 864
Pipe P7 152 1274 Pipe P19 457 762 Pipe P31 152 411
Pipe P8 229 1115 Pipe P20 475 1767 Pipe P32 152 711
Pipe P9 381 615 Pipe P21 381 1014 Pipe P33 152 2689
Pipe P10 229 300 Pipe P22 457 454 Pipe P34 229 542
Pipe P11 381 743 Pipe P23 229 2782 Pipe P35 229 1996
Pipe P12 229 443 Pipe P24 381 304 Pipe P36 229 777

Pipe P37 229 701

This ensures training of the neural network in several combinations of instantaneous
water demand and therefore a better response to the demand forecast from the pressure
values at the critical nodes.
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3. Critical Nodes

In order to monitor the pressure values in real time, it is necessary to install a network
of sensors (WSN). Each sensor should have a wireless communication system with a sink
node, which is then connected to a gateway that can collect data from various networks.
The gateway transfers data to a data center where they are stored, processed, analyzed,
and received by the user. A typical WSN is shown in Figure 3. A real-time WSN to
be effective, all the necessary computing processes must be performed in the shortest
possible computing time. This is not always possible when complex and time-consuming
calculations are required.
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An ideal situation for monitoring node pressures in real time would be to install
sensors at each network junction. This is not economically acceptable due mainly to the
high cost of the initial installation of the network, so a strategy should be sought that will
select the least possible and most representative nodes for the installation of sensors. A
strategy for finding the critical nodes of a WDN is to consider the network as a connected
G (V, E) graph where V is the set of nodes and E is the set of links. According to graph
theory, the most reliable graph structure is considered to be where each node has the same
number of connected edges (pipes). However, in real water-supply networks, especially
when new sections are added, the grid may have a random structure. Two graph theory
functions are used to select the pressure sensor mounting nodes: closeness centrality and
betweenness centrality. Closeness centrality indicates how close a node is to all other nodes
in the network. It is calculated as the average of the shortest path length from the node
to every other node in the network by Equation (2). The betweenness centrality captures
how much a given node u is in-between others. This metric is measured with the number
of shortest paths between any couple of nodes in the graphs that pass through the target
node u. It is calculated by Equation (3) [57].

C(u) =
n− 1

∑n−1
u=1 d(v, u)

(2)

where d (v,u) is the shortest-path distance between v and u, and n is the number of nodes in
the graph.

Cb(u) = ∑
s,t E V

σ(s, t|u)
σ(s, t)

(3)

where V is the set of nodes, σ(s, t) is the number of shortest (s, t)-paths, and σ(s, t|v) is the
number of those paths passing through some node u other than s, t.
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The results from the application of the two functions in the network are presented in
Figure 4.
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The process is organized by the NetworkX [58] python library. It is selected to predict
the WDN pressures from 20% of the nodes, i.e., for five nodes. This procedure implements
by following three rules based on graph theory functions response.

• Two nodes are selected with the minimum absolute difference between the closeness
centrality and the betweenness centrality of the nodes. These nodes are 1 and 12. This
rule represents a similar response on both graph theory functions.

• Two next nodes are selected with the maximum absolute difference between the
closeness centrality and the betweenness centrality of the nodes and small values
for the betweenness centrality. These nodes are 7 and 14. This rule represents the
domination of closeness centrality

• The last node is a random selection. This rule introduces randomness in the way
that nodes are selected, which is necessary if the methodology is applied to existing
WDNs. In this case, it is possible that PATs are already installed on a node that does
not comply with the two previous rules.

Finally, nodes 1, 7, 12, 14, 20 are selected.

4. Training Data

For the five nodes selected in the previous chapter, an artificial intelligence system will
be organized in order to calculate the hourly pressure values of the other nodes as well as
the hourly water demand of all nodes of the network. Ideally, real measurements could be
used to train neural networks. As this is not yet available, artificial data will be generated
by iteration calls of the Epanet software. The Python WNTR [59] library is used for this
purpose after being adapted to the needs of this methodology. The procedure is described
in Figure 5.
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Figure 5. Flowchart of training data procedure.

From the dataset, we will be training a deep learning regression model with columns
of input variables (pressure on critical nodes) and output variables (pressure on other nodes
and water demand on all nodes). The dataset will be divided into three sections, 70% will
be used for training, 15% for validation, and 15% for testing. The pressure data for the 5th
and 14th hours are presented in Figure 6.
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5. Artificial Neural Networks

The artificial neural network (ANN) is one of the most common ML algorithms. Each
artificial neuron is a mathematical nonlinear function, which performs a weighted sum of
one or more inputs, which is then passed through an activation function. In the present
study, a system of 24 parallel neural networks is created, one for each time step. The aim
is to predict the pressure for the nodes that do not have a sensor. For this purpose, these
networks will have as input layer 5 vectors of 10,000 values corresponding to a time step
(one hour). The output layer consists of 17 vectors of 10,000 values and ReLU is selected as
the ANN activation function. The network architecture includes five hidden levels and is
shown in Figure 7.
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Figure 7. ANN predicts pressure values of non-critical nodes.

The 24 parallel neural networks predict the pressures on the nodes that have no sensors
installed. Thus, this system predicts the daily distribution of pressure in the network, and
given the Hazen–Williams linear loss formula, since the lengths and diameters of the water
pipes are known we can calculate the water flow in each pipe and consequently from
the mass balance equation the water demand at each node. This is necessary because in
the next step of the process the network will be calculated in a loop of the optimization
algorithm in order to maximize energy production. The simulation for the regression
model is implemented in the MatLab toolbox and the results for each system are shown in
Figure 8.
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6. Energy Production

During the evening hours, the water demand decreases resulting in increased pressure
at the network nodes. Since the pressure inside the network and at the consumers cannot
exceed certain limits, there has to be an excess of pressure in the networks to recover.
Increasing the pressure causes damage to the pipes as well as increases water leakage.
For this reason, break pressure tanks (BPT) or pressure reduce valves (PRV) are installed
at critical points in the network in order to waste pressure excess [60,61]. In the present
approach, it is proposed to install turbines at critical node locations, which will recover the
dynamic energy when the pressure forecasting system decides that this is possible. This
approach proposes the installation of turbines at critical node locations, which will recover
the dynamic energy when the pressure forecasting system decides that this is possible.
The forecasting system is connected in real time to the sensors so that in live connection,
the possibility of excess pressure at any time is predictable. The turbines can be installed
in existing networks with the bypass system using PRVs. In order to work in real time,
the methodology of the present work must be connected wirelessly to the PRVs of the
by-pass system. The addition of by-pass piping changes the hydraulic flow conditions and
consequently changes the characteristic operating curve of the PAT. As mentioned in the
introduction, a significant disadvantage of PATs is the different operating curve between
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pump and turbine. The operating curve of the turbine is unknown, as the manufacturers
provide information only about the pump. The lack of operating curve data for the turbine
mode makes the use of experimental or computational methods necessary to predict the
degree of efficiency with specific attention to the off-design operating conditions. For
these purposes, combinational models of computational fluid dynamics with experimental
tests are developed. In this way, the model is able to predict the performance of PAT
with a small error [62,63]. Based on the assumption that the Best Efficiency Point (BEP)
of turbine mode is the same as that achieved in pump mode, formulas that evaluate the
flow rate and the head exploited by the PaTs have been developed [64,65]. An important
tool of recent research is computational fluid dynamics to investigate the internal flow
and turbine performance as most studies focus on operation at a constant angular velocity,
while there is a need to calculate the performance of the system in conditions of variable
rotation [66]. Changes in flow conditions play an important role in the performance of
PATs systems, as pump function is more sensitive at the high-pressure side in the spanwise
direction than the turbine mode. A comprehensive approach includes CFD simulations
and verification of results through experimental data. The simulations include constant
flow and rotation conditions as well as variable ones; they can also include different
types of pumps [67]. A more multidisciplinary analysis must also take into account the
geometric characteristics of the machine. Thus, multi-objective optimization algorithms
have been developed, which look for groups of optimal solutions (Pareto Front), replacing
the one single optimal answer [68,69]. In addition, CFD simulations are necessary when
investigating the effect on the efficiency of specific hydraulic phenomena. For example, the
cutwater effect generates local flaws in the flow field, which limit the machine performance
or slip phenomenon, which creates deviation of the fluid flow. Computational models
that take into account such phenomena allow the identification of the best geometric and
hydraulic characteristics of PAT, making its implementation in the field realistic [70,71]. The
proposed method concerns the preliminary estimation of the PAT installation, as well as the
actual activation time in relation to the daily variability of the pressures through a system
of pressure sensors. For this reason, a hypothetical water distribution network has been
used without further consideration of PAT performance. In this way, after completing the
optimization algorithm, which is presented in the next chapter, using a suitable real-time
controller, the pressure percentage of the node that is directed to the turbine is adjusted.
The installation is shown schematically in Figure 9. The theoretical power potential of the
source is calculated as a function of the hydraulic head and the flowrate by Equation (4).
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Eturbine = ρ ∗ g ∗ H ∗Qturbine (4)

Eturbine: The potential power
ρ:The density of water
g: The acceleration of gravity
H: The water head
Qturbine: The flowrate across the turbine

7. Optimization Model

Finally, an optimization model is developed using the harmony search algorithm.
In order to simulate the above system, the turbine is replaced by a PBV. The network is
properly configured and a PRV is placed at each critical node. The network is shown in
Figure 10. The optimization model has as variables x1, x2, x3, x4, and x5, which correspond
to the percentage of pressure that can be removed from the network per step in order
to generate electricity, i.e., the model has 24 × 5 120 variables. The objective function is
defined as the sum of the variables and its maximization is requested. The constraints of
the model are the minimum pressure on the network nodes in order for the network to
serve the consumers. Therefore, for each node, a minimum value of pressure is defined.
constrains should also be placed on the maximum pressure in the pipes to prevent damage
and water leaks.
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Table 3. The optimization model.

Variables Constrains Objective Function

⇀
Hturbine =



x1
x2
x3
..
..

x119
x120

Pmin < Pi < Pmax F =
120
∑

i=1
xi

To calculate the maximum possible pressure that can be removed from the network,
the harmony search algorithm is used in combination with the python WNTR library.

8. Harmony Search Algorithm

The Harmony Search Algorithm is a stochastic meta-heuristic method based on the
sequential production of possible solutions. It belongs to the category of “neighborhood
meta-heuristics” that produces one possible solution (called “harmony”) in each iteration.
Every possible solution consists of a set of values of the decision variables of the function
that needs to be optimized. During the optimization process, a number of “harmonies”
equal to the “Harmony Memory Size” are stored in the “Harmony Memory” (HM), a
database that includes the produced set of solutions. The optimization process is completed
as soon as the predefined total number of iterations has been achieved [72]. Following the
definition of the decision variables, the Harmony Memory matrix is formulated. Harmony
Memory is m×n matrix, where m is the Harmony Memory Size and n, the number of
decision variables included in the objective function. Then, the algorithm begins producing
and evaluating new “Harmonies” through the application of HSA’s basic mechanisms:

1. Harmony Memory Consideration uses variables’ values already stored in the Har-
mony Memory. This mechanism ensures that good solutions located during the
optimization process will contribute to the formation of even better solutions.

2. Some of the solutions selected by the Harmony Memory Consideration mechanism
will be slightly altered. This is the second mechanism of the algorithm, named Pitch
Adjustment, and it is performed by selecting neighboring values of the decision variables

3. The third mechanism is Improvisation, which introduces new, random elements to
the solutions. The probability of introducing such random values is (100-HMCR)%.
In this way, the variability of solutions is enriched.

After the creation of a new “Harmony”, its performance is evaluated according to the
corresponding value of the objective function. If this performance is better than that of the
worst “Harmony” stored in the Harmony Memory, it replaces it. This procedure is repeated
until the ending criterion is reached.

For the application of the harmony search algorithm, the parameters of the method
were given the following values: HMCR = 0.7, PAR = 0.5, and HMS = 10.

The flowchart of the algorithm is shown in Figure 11.
The code is implemented in Python language. A small section appears in Figure 12.
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9. Results

The whole process is performed for each time step, i.e., for each hour of the 24 h,
and the results for the excess pressure that can be exploited for the energy production are
presented in Tables 4 and 5.

Table 4. Excessive pressure at the first 12 h.

Node/Available
Pressure (m) 1 2 3 4 5 6 7 8 9 10 11 12

1 12.94 18.14 16.98 9.22 17.20 14.24 15.20 12.37 18.75 11.48 5.94 15.67
7 17.16 5.26 16.92 10.23 16.94 10.12 10.20 11.98 11.79 7.19 6.90 11.98

12 8.18 13.67 12.36 14.73 14.42 13.79 16.13 14.65 14.48 5.60 10.63 12.01
14 16.88 9.44 6.68 16.25 6.97 11.76 9.08 12.71 19.29 17.67 18.48 4.76
20 6.96 17.04 16.35 14.41 14.97 8.67 6.64 15.89 12.41 10.73 16.20 8.84

Sum 62.11 63.55 69.29 64.84 70.50 58.57 57.25 67.61 76.72 52.66 58.14 53.26

Table 5. Excessive pressure at the last 12 h.

Node/Available
Pressure (m) 13 14 15 16 17 18 19 20 21 22 23 24

1 17.23 15.46 16.23 1.13 18.23 6.53 17.80 10.25 13.16 13.95 9.61 16.56
7 15.75 19.05 12.35 17.90 7.57 19.18 17.01 13.52 14.59 13.87 17.33 12.61

12 13.26 18.48 9.89 18.33 8.23 16.39 2.11 5.14 14.97 18.19 11.39 14.87
14 5.47 4.72 12.14 9.25 18.19 17.95 17.05 16.62 17.06 10.97 18.12 15.57
20 14.00 18.85 10.75 15.87 17.77 2.03 2.62 12.72 8.10 12.85 8.39 7.98

Sum 65.71 76.57 61.36 62.47 69.98 62.08 56.59 58.24 67.88 69.83 64.83 67.59

Excess pressure can be converted to energy by installing PAT on each selected node (1,
7, 12, 14, and 20) as long as the harmony search algorithm has ensured that the pressure
removal from nodes (Tables 4 and 5) will not cause the water supply network to collapse.
Each candidate solution vector, as shown in the optimization model (Table 3) ensures a
minimum demand pressure for each network node. In this way, we can remove all the
excess pressure at any time. The excess pressure and, therefore, the energy produced
change significantly during the 24th, depending on the water demand at the nodes of
the network. Therefore, the success of the method requires a real-time adjustment of the
PATs using a controller that will determine the percentage of the pressure of the node to
produce energy based on the result of the optimization model. The aim of this paper is to
propose a real-time methodology for exploiting the excess pressure of WDNs. A famous
benchmark water network was used for the applicability of the method and, therefore, the
results of Tables 4 and 5 also refer to the benchmark test WDN. Nevertheless, the results
confirm the success of the method as it discovers excess pressure capable of producing
energy in real time and confirm the applicability of the method, by describing all the steps
in Figure 1. Based on Equation (4), we can calculate the potential power. Figure 13 shows
the theoretical power that can be generated by the PATs for each critical node as well as the
total power during the 24th. The diagram shows that theoretical power can be generated
with a maximum hourly peak of 9 kW, while the minimum value is 3.8 kW. Of course, in
order for the power to be exploitable, the pressure consumed by the PATs in real time must
be adjusted, because, as shown in Figure 13, there is a significant variation in the power
produced. In any case, those potential power data refer to the benchmark network in order
to validate the methodology. Figure 14 shows a whisker power-producing chart for each
critical node of the network.
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Figures 13 and 14 show that the contribution of node 12 to energy production is
significant but has a huge hourly deviation from the median. Something similar is observed
in node 7. On the contrary, nodes 1, 14, and 20 have a small but stable contribution to power
generation. This conclusion must be taken into account in the way that the energy produced
will be used. This could be a weak point of the method in case we want stable energy
production, i.e., in the case that the network directly supplies an energy consumption
system such as a street lighting network. In order to make the best use of high energy
production peaks, we may need to store the energy produced.

Another important consideration when evaluating the method is the reasonable com-
putational time required to select the percentage of pressure removed from each node. Since
the problem is considered to be of high computational complexity and the algorithm should
respond in real time, during the simulations the method responded within a reasonable time.

As implied by the simulation results, there is a possibility of generating electricity
from existing water supply networks even during peak hours of water demand. In order to
apply the method to real networks, a large volume of data is required, so that the artificial
intelligence can correctly predict the pressures of the nodes and the water demand. In any
case, the installation of mini hydroelectric power plants has increased in recent years in an
effort to save energy. In Switzerland, for example, there are 90 small hydropower plants
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installed in the water supply system. Similar facilities exist in Italy and Austria. Therefore,
such a methodology as the one described in the previous chapters could make a significant
contribution to energy policy by recovering energy from existing infrastructure projects.

10. Conclusions—Discussion

The proposal of this work is a computational methodology that combines artificial
neural networks and metaheuristic algorithms of optimization to apply to a theoretical
water distribution network. The algorithm aims to create a sub-network of pressure sensors
consisting of 25% of the total nodes of the original network, which is able to predict, using
neural networks, the daily changes in the pressures of the rest of the network in real time
and without overfitting as presented in Section 5. Properly predicting the pressure from a
small subnet of sensors makes the future application of the method economically attractive,
as no sensors are required at each node of the original network. Additionally, artificial
intelligence drastically reduces network hydraulic computing time, as most calculations are
performed during the learning process. In this way, real-time operation of the algorithm is
also possible, provided that the subnet sensors are connected wirelessly and the exchange
data with a central server. During the future installation of the system on an existing
water network after the critical nodes are selected according to Section 3, a reasonable
period of training of the algorithm is required, which depends on the number of nodes,
but also on the variability of the conditions. In the present work, 10,000 daily values
were used, which corresponds to approximately 417 training days. A second network
of sensors can be used to confirm the values during the training time, which will be
withdrawn after the completion of the process. Alternatively, EPANET software (https:
//www.epa.gov/water-research/epanet) can be used to calculate unknown pressure values
by correcting and training the neural network. This last practice was also used in the
present work. After completing the training (either with a second network or EPANET), the
algorithm will be able to predict all the pressures in a minimum computational time, which
is a critical part of the methodology. Training time can be significantly longer in multi-node
networks, but in the process of ANN training data can be shared with another procedure
in combination or not with micro-electric power generation. For example, the method
could be combined with a leak detection process on WDNs [73]. PATs are placed at critical
node locations with a by-pass layout. The aim of this methodology is for the operation
of PATs to be possible in all possible opportunities and not only during the hours when
the network pressures are high. This is the main question that the proposed methodology
tries to answer, if it is possible to activate the power generation system even for a while
if there is an opportunity for high pressure in the network. For example, if during the
hours when the water pressure is usually low (noon), a possibility of power generation
occurs, then the method is able to detect it and activate the PAT, as shown in the tables in
Section 9. Of course, the current methodology does not analyze the further operation of the
PATs and the problems that arise due to the change in flow. This could be the subject of
an extension of the present study. To find the “window” of PAT activation, the harmony
search algorithm was used, which decides when the PAT can be activated and how much
energy we can remove from the node without the collapse of the rest of the network. The
algorithm decides which times and how much pressure can theoretically be recovered
from the nodes in 24 h, while ensuring the smooth operation of the rest of the network.
According to the optimization model, the maximum possible pressure per time step can be
recovered without a pressure lack at the other nodes. In this way, the real-time operation of
the system is possible. According to the results tables, which concern a benchmark network,
there are time steps (hours) available for energy recovery. The performance of PATs and
how they take advantage of hourly stress opportunities could also be an extension of the
present study.

https://www.epa.gov/water-research/epanet
https://www.epa.gov/water-research/epanet
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Abbreviations

WDN Water Distribution Network
PRV Pressure Reducing Valve
PATs Pumps As Turbines
WSN Wireless Sensor Network
WNTR Water Network Tool for Resilience
ANN Artificial Neural Network
ML Machine Learning
ReLU Rectified Linear Unit
BPT Break Pressure Tank
PBV Pressure Breaker Valve
HM Harmony Memory
HSA Harmony Search Algorithm
HMCR Harmony Memory Consideration Ratio
HMS Harmony Memory Size
PAR Pitch Adjustment Rate
BET Best Efficiency Point
MHP Micro Hydro Power
CFD Computational Fluid Dynamics
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