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Abstract: Disasters do not follow a predictable timetable. Rapid situational awareness is essential for
disaster management. People witnessing a disaster in the same area and beyond often use social media
to report, inform, summarize, update, or warn each other. These warnings and recommendations
are faster than traditional news and mainstream media. However, due to the massive amount
of raw and unfiltered information, the data cannot be managed by humans in time. Automated
situational awareness reporting could significantly and sustainably improve disaster management
and save lives by quickly filtering, detecting, and summarizing important information. In this
work, we aim to provide a novel approach towards automated situational awareness reporting using
microblogging data through event detection and summarization. Therefore, we combine an event
detection algorithm with different summarization libraries. We test the proposed approach against
data from the Russo-Ukrainian war to evaluate its real-time capabilities and determine how many of
the events that occurred could be highlighted. The results reveal that the proposed approach can
outline significant events. Further research can be carried out to improve short-text summarization
and filtering.

Keywords: disaster management; automated reporting; sustainability in disaster management;
situational awareness reporting; microblogging

1. Introduction

A disaster is a sudden accident or natural catastrophe that causes significant damage
or loss of life [1]. Disasters can occur suddenly anywhere on Earth. In addition to natural
disasters, there are also human-made disasters such as war [2]. Some might happen once,
while others could be recurrent disasters such as earthquakes or tsunamis [3]. Even though
it is impossible to avoid them, we must contain their consequences and act quickly once
they occur. To achieve this, societies need to be as well-prepared as possible. Hence,
disaster management refers to the totality of all coordinated measures in the areas of disas-
ter prevention, disaster preparedness, disaster management, and post-disaster recovery,
including the ongoing evaluation of actions taken in these areas. The phases of disaster
management are structured in a continuous cycle—the Disaster Management Cycle—as
depicted in Figure 1. The Disaster Management Cycle illustrates the ongoing process of
reducing the impact of disasters. The overarching goal of disaster management is to reduce
or avoid potential losses, provide rapid and appropriate assistance to victims, and ensure
the fast rebuilding of infrastructure. The entire cycle includes the design of public policies
and plans to mitigate the impacts on people, property, and infrastructure [4]. According
to the definition of Al-Madhari et al. [1], disaster management actors are involved in the
immediate response and recovery phases when a disaster occurs. For the most part, these
are humanitarian organizations. The four phases of disaster management outlined here (in
addition to the disaster itself) do not regularly occur in isolation. Often, the phases of the
cycle overlap, and their lengths depend heavily on the severity of the disaster.
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Figure 1. The Disaster Management Cycle.

The Disaster Management Cycle includes four phases. These are prevention, pre-
paredness, response, and recovery. The prevention phase contains measures to reduce
vulnerability to the consequences of a disaster. These include, for example, efforts to protect
against injury, loss of life, and property. Strengthening public infrastructure, medical care,
and other actions that increase a community’s resilience to disasters are also included.

The preparedness phase is about understanding how a disaster might affect the
community and how to build the capacity to respond to and recover from a disaster through
education, outreach, and training. This may include business community involvement,
pre-disaster strategic planning, and other logistical preparedness activities.

The response phase is the direct response to a disaster. It addresses the immediate
threats the disaster poses through actions such as saving lives, meeting humanitarian needs
such as food, shelter, clothing, public health, and safety, as well as cleaning up, assessing
damage, and resource distribution. As the mission progresses, the focus shifts from ad-
dressing the immediate emergency to conducting repairs, restoring utilities, establishing
public services, and completing cleanup. The most pressing emergency issues are assessed
and addressed. There is often a degree of chaos during this phase, which can last for a
while depending on the disaster’s nature and the damage’s extent.

The recovery phase is the fourth and final phase in the Disaster Management Cycle. It
is typically the most long-term phase in the cycle and usually lasts for decades. It requires
thoughtful strategic planning and actions to address a disaster’s more severe or permanent
impacts. In this work, we focus on the preparedness phase. The preparedness phase has
been chosen, as we take the first step towards automated situational awareness reporting
using microblogging data through event detection and summarization. The approach we
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propose was developed using real data from past war events. The system proposed with
this work is settled within the training phase of the preparedness cycle. Meanwhile, the
long-term goal of this research is to develop a system that delivers sustainable improve-
ment to the recovery phase of the Disaster Management Cycle. The National Incident
Management System (NIMS) [5] defines preparedness as “a continuous cycle of planning,
organizing, training, equipping, exercising, evaluating, and taking corrective action in an
effort to ensure effective coordination during incident response”.

This cycle depicts a broader system to prevent, respond to, recover from, and mitigate
natural disasters, acts of terrorism, and other human-made disasters. There are five phases
of the preparedness cycle [6]. These are:

1. Plan

• The planning phase basically covers the entire cycle. The strategic and opera-
tional planning carried out in this section defines requirements and provides a
benchmark for evaluating implementations. The planning elements show which
capacities must be available during a major disaster [7].

2. Organize/Equip

• Organization and equipment provide the human and technical resources needed
to build and meet modernization and sustainability requirements. Organization
and equipment include identifying the competencies and skills that staff should
have and ensuring that an organization has the proper personnel. It also includes
identifying and procuring standard equipment that an organization might need
in emergencies [7].

3. Train

• Training provides first responders, homeland security officials, emergency man-
agement officials, private and non-governmental partners, and other personnel
with the knowledge, skills, and abilities needed to perform key tasks required
during a specific emergency situation [6].

4. Exercise

• Exercises enable entities to identify strengths and incorporate them within best
practices to sustain and enhance existing capabilities. They also provide an
objective assessment of gaps and shortfalls within plans, policies, and procedures
to address areas for improvement prior to a real-world incident [7].

5. Evaluate

• The final phase of the preparedness cycle is evaluation. In this phase, organiza-
tions gather lessons learned, develop improvement plans, and pursue corrective
actions to address gaps and deficiencies identified during exercises or real-world
events [6].

Situational awareness is an essential point in most phases of the cycle. Accordingly,
it becomes essential in the response phase. Targeted actions can only be taken with a
precise overview of the situation. As pointed out by Arias-Aranda et al., flaws in the
constant monitoring of all actions cause critical failures in achieving crucial milestones of
humanitarian actions [8]. Therefore, fast and undistorted situational awareness reports can
contribute to the improvement of humanitarian responses in a sustainable way.

Evaluating microblogging sites such as Twitter has become essential to obtaining
situational awareness in disaster situations [9–15]. As Phengsuwan et al. pointed out
in their Survey about the use of social media data in disaster management, “Several
publications have proposed the exploitation of social media data for disaster management,
with Twitter being one of the most significant social media data sources used for disaster
management. The temporal and spatial information extracted from Twitter is critical
information for supporting decision-making in disaster management” [16].

The nature of these microblogging services enables their users to publish messages
with a limited number of characters. However, this limited number of characters allows
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people to distribute status updates quickly and easily. These are not exclusively important
or relevant messages. Most status updates are highly irrelevant and concern social or
private matters. However, recent research shows that this type of social media yields
critical information in disaster situations because people publish, share, and report critical
information [17–19].

Nonetheless, the many news stories during a disaster event, the accompanying social
statements worldwide, and the many social messages of those who have something to say
that is unrelated to the topic are a problem in the evaluation of this goldmine that is yet
to be exploited [20]. However, the number of status updates that occur and are relevant
during disasters holds great potential for helping in disaster management in the long term.
Occurring events can be found and tracked during a disaster.

According to the definition of Hasan et al. [21], an event in the context of social media
is “[ . . . ] an occurrence of interest in the real world which instigates a discussion on the
event-associated topic by various users of social media, either soon after the occurrence or,
sometimes, in anticipation of it”.

By bundling and following these events, a news stream in the form of a story evolves,
which is essential for decision-makers and first responders. This particularly timely stream
of information can also help related work in a variety of other disaster-related fields
and phases, such as the use of unmanned aerial vehicles (UAVs) for reconnaissance [22],
vehicle routing and relief supply distribution [23], as well as volunteer assignment [24],
to determine mission locations, mission requirements, and success rates. Furthermore,
recordings of on-site information can help to understand complex situations in retrospect.
Finally, the resulting records can help ensure adequate preparation and training in the
future after a disaster. However, this valuable opportunity comes with its problems.
Even after filtering irrelevant messages, personal communications, spam, and background
noise, much relevant information remains. Although unmanageable to organize manually,
these pieces of information need to be logically summarized. Of course, evaluating and
summarizing this information by hand would require a large workforce and a considerable
amount of time and resources. This would be unsustainable since we are dealing with vast
amounts of data in this context.

To assess the following research questions, this work aims to provide a novel approach
towards automated situational awareness reporting using microblogging data through
event detection and summarization, by combining an event detection algorithm with
different summarization libraries.

• Is the system able to process the data of the previous time window in the current time
window?

• What percentage of the events in a dataset that is as realistic as possible is the system
able to detect?

• Which of the three libraries for automated text summarization provides the
best results?

• How could the results be improved?

This paper addresses the first step towards automated situational awareness reporting
for disaster management. As previously described, Twitter provides one of the most
significant sources for this purpose. Although we think our approach can be applied to
other text-focused social media, they are outside the scope of this paper. The rest of this
paper is ordered as follows. In Section 2, we outline related work, and in Section 3, we
introduce the architecture of our proposed system. Sections 4 and 5 explain the design of
our experiments and discuss the results. Finally, we summarize the work in Section 6 and
give an outlook.

2. Related Works

To discuss related works, the following subdivision is made. The first part discusses
works with related goals in the same disaster management/preparedness cycle phases.
The second part discusses works that describe related components. Therefore, Section 2.1
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presents different event detection approaches, while Section 2.2 presents different ap-
proaches for automated text summarization. To conclude, in Section 2.3 a summary
is given.

Works with related goals can be divided into two major categories. The first category
represents ontology-based approaches [25–27], while the second category concerns AI-
based approaches [12,28–30].

Nguyen et al. [31] propose an interpretable classification-summarization framework
that first classifies tweets into different disaster-related categories, and then, summarizes
those tweets. Instead of focusing on performance measures, their proposed approach
focuses on the decision-making process to give decision-makers an interpretable context.
To achieve this, they employ a BERT-based multi-task learning approach and labeling.
Accordingly, there are several limitations. In contrast to our approach, real-time capabilities
are sacrificed to achieve higher accuracy. While we focus on delivering undistorted infor-
mation fast to provide decision-makers with rapid situational awareness reports, their work
mainly focuses on providing explanations or rationales. However, fast, undistorted reports
can be used to better simulate the conditions of a disaster and to better train individuals in
the appropriate behavior. It allows emergency personnel to practice reacting quickly until
more detailed reports are available.

Mukherjee et al. [32] introduce an approach called MTLTS, a multi-task framework to
obtain trustworthy summaries from crisis-related microblogs. Unlike other researchers in
the field, they concentrate on a supervised approach. While they claim that their approach
generalizes well across domains, outperforms the strongest baselines for the auxiliary
verification/rumor detection task, and achieves high scores overall in the verified ratio
of summary tweets, this approach requires time-consuming training and the labeling of
datasets. The latter, itself, requires a time-consuming process, and thus, a high level of
human resources.

Rudra et al. [33] propose a framework that classifies tweets to extract situational
information, and then, summarizes this information. Their proposed approach relies on
their observation that tweets in disaster situations often contain disaster-related and non-
disaster-related information alongside numerical information such as casualties. While this
approach is developed to meet rapid performance, it does not perform event detection, and
thus, relies on a keyword search provided by the Twitter API.

2.1. Event Detection

To ensure targeted and sustainable automated awareness reporting in disaster man-
agement, the initial detection and tracking of events is an important starting point. It is
necessary to find out what happened, and when and where it happened. The microblog-
ging service Twitter has emerged as the most popular and widely used service to obtain
information about real-world events [34].

The works of Hasan et al. [35] and Li et al. [36] provide a comprehensive overview
of the field of event detection methods applied to streaming data from Twitter. For this
purpose, representative social media event detection techniques are extracted and presented
in a categorized overview according to common features. Subsequently, various aspects
of the subtasks and challenges related to event detection are discussed. Our proposed
approach uses these results as a basis and overview of the commonly used event detection
algorithms. For this purpose, we use a complex, large, real-world dataset for evaluation
that is publicly available. In contrast to the presented work, we focus on fast, automated
situational awareness reporting. The approaches presented in the included works often
have entirely different goals and are only tested on small artificial or non-public datasets.

Unankard et al. [34] propose the approach of Location-Sensitive Emerging Event
Detection (LSED). This approach is used to detect emerging hotspot events from microblog
messages. The goal of the message detection in this work is specifically to help governments
or organizations prepare for and respond to unexpected events and disasters. The approach
is also based on correlations between the user’s location and the event’s location obtained



Sustainability 2023, 15, 7968 6 of 14

from microblog messages. The researchers report that this approach provides better real-
world event leverage results than traditional TF-IDF and hashtag approaches. Still, they
also disclose that it is “[ . . . ] difficult to effectively and efficiently process a large number
of noisy messages.” [34]. This leads to significant variations and errors in the results, which
needs further optimization in future work. Knowing the location and time associated
with the user and event can be vital to increase the event detection accuracy and tracking
performance. The distinction from this work is that it refers to the early detection of possible
disaster scenarios. It is not intended to be used for news reporting or even report writing,
but solely for government agencies to issue early warnings.

Osborne et al. [37] propose a system based on local sensitive hashing (LSH). As in
our proposed approach, the main focus is on disaster detection. The LSH approach is not
new and is derived from previous work [38]. Since the accuracy of LSH is not high enough
by itself, a content classifier based on a passive-aggressive algorithm is developed and
trained. Similar to our proposed system, a dictionary is also used, which is used to help
detect relevant tweets in the disaster domain. However, in contrast to our work, a weakly
supervised approach is used here to learn new words successively.

2.2. Text Summarization

Summarizing Twitter messages is complicated. While the brevity of microblogging-
based messages can have advantages in event detection, it poses many problems in sum-
marization [39]. Short messages with a high repetition factor pose significant problems for
standard algorithms. Rudrapal et al. [39] state that standard summarization algorithms
can be roughly divided into two camps: those based on summary content or those based
on events. Content-based approaches can be divided into two categories. So-called ab-
stract summarization tries to create entirely new text from given text. This new text may
contain components that were not present in the original text. Furthermore, there is the
extractive summary. Here, the features are weighted again, and essential parts of the text
are extracted. Text parts with lower weights are omitted in this type of algorithm. Again,
event category-based approaches can also be divided into two categories: generic and
domain-specific approaches.

Li et al. [40] present two summarization approaches for events previously detected by
the system. The first approach uses semantic types of event-related terms and ranks the
messages based on the terms computed from the analysis of these semantic terms. The
second approach uses graph convolutional networks and tweet relation graphs to detect
hidden tweet features. Furthermore, Li et al. state that “There are many studies on text
summarization, but only a few of them focus on social media” [40].

In this context, we propose, for our approach, the benchmarking of three standard
libraries, namely SpayCi [41], Gensim [42], and NLTK [43], to evaluate the absolute baseline.

2.3. Summary

This section first discussed work with related objectives in the same disaster manage-
ment/preparedness cycle phases. This was followed by a discussion of work describing
related components. Each of the previous works shows a related component or approach.
However, the works dealing with related components mainly show solutions at different
disaster management/preparedness cycle phases or do not deal with disaster-based objec-
tives. The approaches are either unsuitable in real-time, represent only an experiment, or
are tested on small or non-public datasets.

On the other hand, works with related goals always have a deep neural network-based
component in at least one part. As Li et al. state in their work, the disadvantage of deep
neural networks is that they have velocity issues when used to discover new events from
data streams in real time. This work focuses on delivering undistorted information fast to
provide decision-makers with rapid situational awareness reports. Fast, undistorted reports
can be used to better simulate the conditions of a disaster and to better train individuals in
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the appropriate behavior. Our approach allows emergency personnel to practice reacting
quickly until more detailed reports are available.

3. Proposed Approach

The system we propose in this work consists of three main components that work
together as follows. The first component involves loading and sorting data from the Twitter
API. The data loaded in this way are first cleaned of usernames, hashtags, and other so-
called stop words via a cleaning process. This is followed by the operation of the event
detection and clustering module. At this stage, the previously cleaned data are assessed
and rated using a term frequency–inverse document frequency algorithm and checked
against a Dictionary containing unique disaster-related words. Simultaneously every tweet
is hashed using a sophisticated hash function. Afterward, highly ranked data are clustered.
Finally, the data are summarized. The system uses the Twitter API to preprocess simple
filtering tasks. To achieve this, only relevant keywords, hashtags, and locations are tracked
and retrieved from the Twitter API. The data are always fetched within a time window for
processing. In the course of this work, the data from such a time window are called a chunk.
A chunk contains all tweets from a given time window. One of the goals of the modules of
our system is to process the messages of the last time window in the given time window.
The following section describes the components of the system, as depicted in Figure 2.
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3.1. Preprocessing

In this first processing step, data previously retrieved from the Twitter API are normal-
ized, presorted, and cleaned. Since the text data to be processed are unfiltered raw data, it
is to expected that they will contain a high proportion of noise and symbols that cannot be
processed. Weblinks, hashtags, and so-called retweets, as well as usernames, which usually
start with an @ symbol in Twitter data, are removed as a first step. Additionally, so-called
stop words are filtered. Stop words are words whose processing is problematic because
they occur particularly frequently but have no deeper meaning. Especially in emotional
crisis situations, profanity can occur, so these words are also filtered.

Furthermore, only English-language messages are processed at this research stage,
which is why all messages in other languages are filtered out. The filtering of the data
is performed in three steps. In the first step, all messages are cleaned using the regular
expressions described above, and capitalization is removed. After this, a specially created
stop word dictionary is used to pre-filter the messages. The second step of filtering is
performed using a stop word list from the SpaCy library [41]. Finally, duplicates are filtered
by employing the Levenshtein distance [44]. The filtered data are then passed to the event
detection stage.

3.2. Event Detection

The data are systematically evaluated for latent events in this second step. In the first
step, the term frequency–inverse document frequency (tf-idf) [45] is calculated over the
entire chunk. This is a statistical measure for assessing the relevance of terms in documents.
To achieve this, first, the relative term frequency is calculated to prevent particularly
frequently appearing words from being rated exceptionally highly. Secondly, the inverse
document frequency is calculated. Here, the specificity of a term is measured. The matching
occurrence of a rare term leads to a higher evaluation.

In our system, this first step creates a list of top words. This list of top words is now
matched with CrisisLex [46]. CrisisLex contains a list of words that occur particularly
frequently in disaster situations. Simultaneously, a hash is formed over each tweet in the
current chunk using the SimHash algorithm [47]. Simhash is a so-called locality-sensitive
hashing method (LSH). Unlike cryptographic hashes, where the slightest difference leads to
significantly different hash values, with LSH, similar inputs lead to close hash values. This
closeness can later be calculated easily and quickly as it only represents a one-dimensional
distance. The advantages of the SimHash algorithm are a very efficient computation time,
and that it takes so-called features in hashed elements into account so that unique semantic
properties are not lost during the hashing process.

Relevant tweets are now filtered from the entire chunk using matching and scoring
based on the previously selected top words. The previously created hash value is used to
refine this set of relevant messages further and evaluate their significance.

The system now possesses an overview of the properties of the current chunk. At this
stage, relevant tweets can be clustered according to their hash values. In our proposed
system, we assume that important events generate many similar messages. Close hash
values indicate similar messages. These similar messages are bundled into clusters. A
larger cluster potentially represents more critical events.

These clusters are now passed on to the summary module. At this point, the previously
determined term frequency–inverse document frequency (tf-idf) is reset. Only the list of
hashes of tweets that made it into the final clusters is kept, in order to merge similar clusters
into a time-divided story later.

3.3. Summarization

According to the problems described in Section 2. We use three well-known standard
libraries at this point to assess a baseline. For this reason, our system relies on so-called
Extractive Summarization. Here, features are weighted again, and essential text parts are
extracted. An advantage of this approach is that the previously created clusters do not
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have to be filtered. Due to the fuzziness of the extraction, duplicates are not significantly
noticeable. Furthermore, former top words can be reused at this stage. For the summariza-
tion processes, the previously mentioned libraries SpayCi [41], Gensim [42], and NLTK [43]
are used again. The verbal set of a cluster is now processed further. First, essential words
are again determined and contextualized with the whole text. Afterward, in this way,
weighted sentences are summarized. Since our approach aims to assess a baseline of fast
summarization, no further filtering is conducted. Finally, clusters with similar hash values
are merged in future time windows to obtain a chronological story.

4. Experiment

Testing automation for situational awareness reporting under realistic conditions is
difficult. First, a reliable source of disaster events is needed. As McCreadie et al. [48] have
pointed out, Wikipedia is not only well-known to contain newsworthy events, but is also a
good source for disaster event information and a commonly used benchmark in related
research [49–51].

The timeline of current events provided by Wikipedia was used as an evaluation basis
to establish a measurement scale [52]. Wikipedia maintains a broad list of events, including
those found in the dataset we used. As a disclaimer, we want to mention that this list
of events and their real-world backgrounds are not verifiable by us. It remains unclear
whether the list is complete. Due to the nature of Wikipedia, which allows anyone to edit
the records stored there, Wikipedia could only be used as a rough basis.

As a next step, a baseline of actual events that occurred in September 2022 was needed
to evaluate the system. In order to achieve this, the timeline mentioned above was assessed
by hand to extract every event that occurred in that timeframe.

Many available datasets contain either irrelevant data or are limited to data that
include disaster events exclusively and, therefore, are already filtered to a high percentage.
To test the proposed system adequately, we used the Ukraine Conflict Twitter Dataset [53].
This dataset has been updated daily since 23 February 2022, and is expected to continue
receiving daily updates until 30 January 2023 [53]. It was published under the CC0 Public
Domain license and currently includes about 16 gigabytes of records on various hashtags.
The publishers of the dataset specify the “Twitter-Verse” as the geospatial coverage. The
dataset is highly relevant to the nature of the proposed system.

Nevertheless, it contains misinformation, spam, duplicates, advertisements, noise,
and private conversations. To test the proposed system, we used all the data of September
2022 from the abovementioned dataset. As a final step, the proposed system was executed
three times consecutively, and each time, another summarization library was tested.

The partial dataset we used contains about two million tweets. The proposed system
approached the whole month of September in timeframes of 24 h. For each timeframe,
the proposed system started detecting events at exactly 00:00 and stopped at 24:00. To
detect multiple co-occurring events. The dataset was continuously evaluated in chunks.
The chunk being evaluated always represented a period of precisely 15 min.

5. Discussion

In this work, we aimed to provide a novel approach towards automated situational
awareness reporting using microblogging data through event detection and summariza-
tion. Therefore, we combined an event detection algorithm with different summarization
libraries. Furthermore, we tried to answer the following questions:

• Is the system able to process the data of the previous time window in the current
time window?

• What percentage of the events in a dataset that is as realistic as possible is the system
able to detect?

• Which of the three libraries for automated text summarization provides the
best results?

• How could the results be improved?
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Regarding the first question, “Is the system able to process the data of the previous
time window in the current time window?”, this research shows that the proposed system
can perform the task of processing the given data in the given time window very well.
It even works faster than in the assigned time window. This result proves the practical
feasibility of the proposed system and that it allows for the reliable processing of data in a
given time frame.

Furthermore, we asked questions regarding what percentage of actual occurring
events the proposed system can find in the given dataset, and which of the three libraries
provided the best results. In order to be able to assess these questions, it was first necessary
to determine the percentage of matches between events that actually happened and events
detected by the summarization system on a given day. For this purpose, it was tested using
a close-to-reality dataset. Table 1 shows the result of this comparison. The left column
of the table shows the respective date of each day in the dataset analyzed by the system.
Each day, we started detecting events at exactly 00:00 and stopped at 24:00 that day. In the
second column is displayed the total number of tweets for that day. To the right of this
column is the number of events that actually occurred on that day.

Table 1. Evaluation results for September 2022.

Date Num. of Tweets Num. of Events SpaCy Gensim NLTK

Sep 01 48,262 2 2 0 0
Sep 02 53,668 4 4 2 3
Sep 03 40,732 2 1 0 2
Sep 04 40,151 2 3 1 2
Sep 05 44,695 0 2 0 1
Sep 06 61,619 2 1 0 1
Sep 07 46,496 1 3 1 1
Sep 08 47,830 0 0 0 0
Sep 09 70,401 1 2 0 1
Sep 10 64,953 6 9 3 4
Sep 11 67,526 8 7 6 8
Sep 12 62,944 2 5 3 2
Sep 13 63,866 2 3 2 2
Sep 14 75,392 2 2 1 2
Sep 15 67,230 1 1 0 2
Sep 16 63,125 1 2 0 1
Sep 17 49,592 1 2 0 2
Sep 18 42,426 1 1 0 1
Sep 19 49,332 2 3 0 2
Sep 20 57,409 3 5 1 3
Sep 21 104,313 4 6 3 4
Sep 22 78,507 0 2 0 0
Sep 23 77,368 3 3 2 3
Sep 24 63,866 0 0 0 0
Sep 25 52,998 0 1 0 0
Sep 26 60,625 1 1 1 1
Sep 27 68,866 4 5 3 3
Sep 28 80,527 3 3 2 2
Sep 29 66,984 3 4 3 2
Sep 30 69,930 3 3 1 1

184,1633 64 134.375% 54.6875% 87.5%

To evaluate the events that actually occurred, we used the data from the “Timeline of
the Russian Invasion of Ukraine 2022: Phase 3” of the Wikipedia current events website [52].
This timeline of the third phase of the Russian invasion of Ukraine in 2022 covers the period
from 29 August 2022, when Ukrainian forces retook significant territory in counterattacks
in southern and eastern Ukraine, to the present day.
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On the positive side, Wikipedia briefly summarizes each event, which allows for bench-
marking of the events covered by the proposed system. On the negative side, Wikipedia
does not list temporal information about the events. Thus, we were not able to determine
the delay with which events could be detected for the first time or the delay with which
they appeared in the report.

To evaluate the events that actually occurred, we manually extracted the data from the
above timeline for the month of September. Then, we ran the system proposed in this work
with one of each of the three libraries to detect and summarize events from the dataset.
We were then able to compare how many hits each of the libraries achieved to determine
what percentage of the actual number of events matched the number of events detected in
the summaries.

The number of actual events varied from 0 to 8. A total of 1,841,633 tweets could be
counted on the 30 evaluated days of September. The number of actual events that were
manually extracted is 64 in the whole month of September. The SpaCy library detected
134.375% events, the Gensim library detected 54.6875%, and the NLTK library detected
87.5%. This means the SpaCy library achieved performance far above the expected average
compared the actual number of events that were manually extracted.

However, the results obtained do not always correspond with those that can be read
in the Wikipedia timeline, and include lots of sidenotes and unimportant information. The
Gensim library performed the worst. With only 54.6875%, it detected just over half of
the minimum detectable war events. The NLTK library achieved a good average with a
performance of 87.5%. The most interesting result was achieved with the SpaCy library.
Here, we were able to outperform Wikipedia by 34.375%. We see that the total number
of tweets in a day ranged from 40,151 (on 4 September 2022) to 104,313 (on 21 September
2022). This variance of 64,162 tweets comes from the fact that war events do not happen
every day.

To answer the last question regarding how the results could be improved, we assessed
every report that the system produced. Every report consisted of multiple textual sum-
marizations consisting of several sentences, where each summarization visualized a time
window of 15 min. These time windows included multiple events that occurred simultane-
ously. These co-occurring events then formed stories over multiple time windows.

We manually read through every report to assess ways to improve the results. We
can easily see the progression and importance of stories on days such as 16 September,
with 63,125 tweets. Stories, as we find them in the media, can be well tracked in the
summarizations and number of messages on Twitter. Take the example of September 16
mentioned above, which, according to Wikipedia, holds one significant war event. The
SpaCy and NLTK summaries report a powerful explosion in Luhansk in the late morning
of September 16 in the time window between 11:45 and 12:00 UTC. The events are clearly
traceable; the location, the number of victims, and their names and affiliations are traceable
in the text. In addition, SpaCy’s early afternoon summary in the time window between
14:15 and 16:30 UTC reports that there were deaths and injuries from shelling in Velyka
Kostromka Oblast. The text gives the exact number of dead and injured victims, as well as
the exact cause and origin of the event.

The detection rates perform weakly when there is a lot of propaganda, spam, and hate
speech among the messages. This significantly distorts the results. The dataset used has
a special significance regarding its connection to the conflict in Ukraine. Unlike natural
disasters, here, there are several parties with different views. The view of the attacker and
that of the defense. At this point, the best way to improve the summarization results is to
improve the filtering for hate speech, spam, and sentiment.

6. Conclusions and Outlook

In this work, we provided a novel approach towards automated situational awareness
reporting using microblogging data through event detection and summarization. We
combined an event detection algorithm with different summarization libraries. We then
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tested the proposed approach against data from the Russo-Ukrainian war to evaluate its
real-time capabilities, and tried to answer multiple questions regarding its performance. In
the process of this work, we evaluated our system using a dataset containing 16GB of data
and several million tweets. The system was shown to be able to detect significant events in
almost every case in the process. However, minor events and side notes caused problems
and could not always be appropriately detected, or were largely over-detected at times. A
large amount of spam, noise, and hate speech also proved problematic. The automated
awareness reports allowed conclusions to be drawn about the real-world events the system
detected. However, propaganda and hate speech could also be clearly recognized for
several days or hours with low message rates. Future work on this topic could focus
intensively on spam filtering, sentiment analysis, rumors, and fake news detection. A
possible future proposal should also address social data such as likes, retweets, sentiment,
and social scoring to prevent hate speech from getting out of hand. We believe our solution
is quite suitable for the creation of quick initial reports and can contribute to sustainable
and improved social awareness in disaster management.
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