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Featured Application: The health insurance choice literature has found that financial
considerations, such as premiums, deductible, and maximum out-of-pocket spending caps,
are important to consumers. But these financial factors are just part of the cost-benefit trade-off
consumers make. Publicly available datasets often do not include these other factors. Researchers
in other fields have increasingly used web data from social media platforms, such as Twitter and
search engines to analyze consumer behavior using Natural Language Processing. NLP combines
machine learning, computational linguistics, and computer science, to understand natural
language including consumer’s sentiments, attitudes, and emotions from social media. This study
is among the first to use natural language from an online platform to analyze sentiments
when consumers are discussing health insurance. By clarifying what the expressed attitudes
or sentiments are, we get an idea of what variables we may want to include in future studies of
health insurance choice.

Abstract: This study aims to identify sentiments that consumers have about health insurance by
analyzing what they discuss on Twitter. The objective was to use sentiment analysis to identify
attitudes consumers express towards health insurance and health care providers. We used an
Application Programming Interface to gather tweets from Twitter with the words “health insurance”
or “health plan” during health insurance enrollment season in the United States in 2016–2017.
Word association was used to find words associated with “premium,” “access,” “network,” and
“switch.” Sentiment analysis established which specific emotions were associated with insurance and
medical providers, using the NRC Emotion Lexicon, identifying emotions. We identified that provider
networks, prescription drug benefits, political preferences, and norms of other consumers matter.
Consumers trust medical providers but they fear unexpected health events. The results suggest
that there is a need for different algorithms to help consumers find the plans they want and need.
Consumers buying health insurance in the Affordable Care Act marketplaces in the United States
choose lower-cost plans with limited benefits, but at the same time express fear about unexpected
health events and unanticipated costs. If we better understand the origin of the sentiments that drive
consumers, we may be able to help them better navigate insurance plan options and insurers can
better respond to their needs.

Keywords: social media; Twitter; text mining; sentiment analysis; word association; health insurance;
provider networks
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1. Introduction

In the Affordable Care Act health insurance marketplaces in the United States (USA), consumers
are mandated to choose a health insurance plan. Plans may differ by premiums, benefits, and other
plan attributes, such as the network of providers or how tightly managed the plan is. Consumers
ideally pick the best combination of plan attributes, switching plans if necessary.

The health insurance choice literature has found that financial considerations, such as premiums,
deductibles, and maximum out-of-pocket spending caps, are indeed important to consumers [1–5].
However, these considerations are just part of the cost-benefit trade-off consumers make. Surveys and
discrete choice experiments suggest that other plan attributes, such as choice of personal doctors [6,7],
continuity of care [8–11], or how “tightly managed” the plan is [4], also have an effect on consumers’
choices. Information about quality of service or other aspects of care delivery may also play a role [12].
The more we know about the trade-offs consumers make and what factors play a role in insurance
choice, the better we can predict or anticipate future choices.

This study identifies sentiments that consumers have when discussing health insurance in the
USA by using an alternative data source: Twitter. Twitter has grown exponentially in recent years
and computer and data scientists have learned how to extract information from the 328 million
monthly active Twitter users, 70 million of whom live in the USA [13], Every second, on average,
around 6000 tweets are sent via Twitter, which corresponds to 500 million tweets per day and around
200 billion tweets per year [14].

Twitter’s “tweets,” which were at the time of our study limited to 140 characters, have been
shown to have surprising predictive power. Numerous studies across different academic fields
have used Twitter as a tool for forecasting or prediction. Researchers in industrial organization and
marketing have used Twitter data to analyze what consumers want and need. In fields like finance
and macroeconomics, text from social media has been used to make predictions about the stock
market [15–17], oil [18], sales [19], and unemployment rates [20,21], or as a surveillance tool to track
messages related to security breaches [22]. In the political arena, Twitter has been used to predict the
outcome of elections or to poll political sentiment [23–25]. It has been suggested that analysis of social
media data more accurately predicted Trump’s win than election polls [26].

More recently, text mining of web content has been used in the context of public health. Twitter data
have been used to evaluate health care quality, poll reactions to health policy reforms and in various
other public health contexts. Additionally, researchers have used text from Twitter for influenza
surveillance [27–31]. For example, an analysis of three million tweets between May and December
2009 showed that the 2009 H1N1 flu outbreak could have been identified on Twitter one week before
it emerged in official records from general practitioner reports. Researchers at the Department of
Computer Science at Johns Hopkins University created a model for Twitter that groups symptoms and
treatments into latent ailments.

Other examples include using tweets to compute the average happiness of cancer patients for
each cancer diagnosis [32], to measure patient-perceived quality of care in hospitals [33], and to predict
asthma prevalence by combining Twitter data with other data sources [34]. The latter study provides
evidence that monitoring asthma-related tweets may provide real-time information that can be used to
predict outcomes from traditional surveys.

Some recent studies have used web data from search engines such as Google to analyze consumer
behavior in health insurance. One study examined factors associated with health insurance-related
Google searches during the first open enrollment period [35]. The authors found that search volumes
were associated with local uninsured rates. Another study used text data from Twitter to identify
consumers’ sentiments to predict insurance enrollment [36].

A number of studies have used Twitter data in a similar context to this study. Beyond the health
insurance studies mentioned above, Twitter has also been used to assess public opinion about the
Affordable Care Act over time: a study found substantial spikes in the volume of Affordable Care
Act-related tweets in response to key events in the law’s implementation [37].
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The aim of this study is to identify sentiments that consumers express on Twitter when they
discuss health insurance. The first objective of this paper is to identify words that are associated with
the word “switch” in the tweets. In the context of tweets gathered on the search “health insurance,”
we assume that “switch” is related to health insurance at least some of the time. The second objective
of this paper is to identify what attitudes or sentiments consumers have when communicating about
health insurance in online social networks. The study is hypothesis-generating: gaining insights into
the words consumers use when they communicate about health insurance on an online social network
may lead to better-informed theory regarding health plan choices. By clarifying what the expressed
attitudes or sentiments are, we may find variables we can include in future studies and we may be able
to generate testable hypotheses.

2. Materials and Methods

2.1. Data

Using an Application Programming Interface (API), we gathered tweets from the Twitter server
with the words “health insurance,” “health plan,” “health provider” or “doctor” in them during open
enrollment period from 1 November 2016 until 31 January 2017. This is the yearly period when U.S.
citizens can enroll in or switch a health insurance plan. Beyond this timeframe, they have to stay with
the plan they have. API is code that allows two software programs, in our case Twitter and Python 3.6,
to communicate with each other. With the API, Python authenticated, requested, and received the data
from the Twitter server. The words “health insurance” and “health plan” generated approximately one
tweet every 3 s, adding up to 28,800 per day; 892,800 per month; and 2,678,400 total tweets during the
ACA open enrollment season for 2017.

We used the API to create a body of text, called “VCorpus,” in R 3.4. At each index of the
“VCorpus object,” there is a PlainTextDocument object, which is essentially a list that contains the
actual text data of the tweet, as well as some corresponding metadata such as the location from
which the tweet was sent, the date, and other elements. In other words, the tweets were gathered
in one text document and pre-processed for analysis. This pre-processing gets rid of punctuation,
hashtags, and retweets, strips white space, and removes stop words and custom terms so that they
are now represented as lemmatized plain words. To illustrate, the tweet text “Obama care is a joke fr.
My health care plan is just not affordable no more. Cheaper to pay the penalty I guess” was changed to:
“obama care joke fr health care plan just affordable cheaper pay penalty guess” after pre-processing.

The most important way that text differs from more typical data sources is that text is naturally
high-dimensional, which makes analysis difficult, often referred to as the “curse of dimensionality.”
For example, suppose that a sample of tweets, each of which is 20 words long, and that each word is
drawn from a vocabulary of 2000 possible words. It follows that the unique representation of these
tweets has a very high dimensionality, with 40,000 data columns.

To reduce dimensionality, we use the “bag of words” (BoW) model. The BoW model, also known
as a vector space model, reduces dimensionality by simplifying the representation of the words used
in natural language processing and information retrieval. In this model, a text document (such as a
tweet) is represented as the bag (multiset) of its words, disregarding grammar and word order [38].

Subsequently, our “bag of words” model learned a vocabulary from the millions of tweets and
then modeled each tweet by counting the number of times each word appears in the tweet [38].
Through automatic text categorization, we extracted features or “token sets” from the text by
representing the tweets by the words that occur in it.

To explain how we converted text to numeric data, here is an example. Sentence 1: “The health
insurance plan is too expensive to cover my health needs”; Sentence 2: “The health insurance company
offers an expensive health plan.” We can see that, from these two sentences, our vocabulary is: {The,
health, insurance, plan, is, too, expensive, to, cover, my, needs, company, offers, an}. To get the bags of
words, the number of times each word occurs was counted in each sentence. In Sentence 1,” health”
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appears twice, and the other words each appear once, so the feature vector for Sentence 1 is: {1, 2, 1, 1,
1, 1, 1, 1, 1, 1, 1, 0, 0, 0} and Sentence 2: {1, 2, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1, 1, 1} We created a Term-Document
matrix (TDM) where each row is a 1/0 representation of whether a single word is contained within the
tweet and every column is a tweet. We then removed terms with a sparse factor of less than 0.001.
These are the terms that occur less than 0.01% of times in a tweet. The resulting matrix contained
1354 words.

2.2. Analytic Approach

To find which words are associated with switching, we used Word Association: a function that
calculates the association of a word with another word in the TDM. We used the findAssocs() in R to
calculate the association of a word with every other word in the TDM. The output scores range from 0
to 1, where a score of 1 means that two words always appear together, and a score of 0 means that
they never appear together. To find associations, we set a minimum of 0.05, meaning that the program
would look for all words that were associated in one tweet (that has a maximum of 140 characters) with
“premium” at least 5% of the tweets. Since we were interested in attitudes to plan attributes, we tested
three attributes of health insurance plans: “premium,” “access,” and “network.” We also looked for all
the words that were associated with the word “switch” at least 5% of the time. We chose “premium”
because we know from the literature that the premium matters when consumers buy health insurance,
as well as “access” to doctors. Since we were particularly interested in whether provider networks,
which refers to insurance coverage of doctors in-network, matters when consumers discuss health
insurance, we also looked at “network.”

To identify sentiments in the tweets, we use methods of classification. We used sentiment lexicons,
a dictionary-based approach, which depends on finding opinion seed words, and then searches
the dictionary for their synonyms. While various sentiment lexicons all have their advantages and
disadvantages in the context of topic-specific subjectivity scores, interpretation, and completeness,
the choice for a specific sentiment lexicon is context-specific. We used the NRC Emotion Lexicon
(NRC Emolex) [39], which classifies words in a binary yes/no for classes of attitude “positive” and
“negative”; and for classes of emotion: anger, anticipation, disgust, fear, joy, sadness, surprise, and trust.
We wanted to not only find out the overall sentiment of tweets, but also what specific emotion they
embodied, and identify which words represented those emotions.

3. Results

3.1. Word Association

Figure 1 shows that the most common word consumers used in combination with the word
“switch” was the word “bait” (0.31), meaning that in 31% of tweets with the word “switch,” the word
“bait” was also used. In 8% of the tweets that use the word “switch,” the word “premium” is also used.

This suggests that insurance was often described as a bait and switch, such as in this example
tweet: “The healthcare bait-and-switch. In network hospital, out of network doctor.” This was followed
by “lockedin” and “rxrights.” “Rxrights” refers RxRights.org, which serves as a forum for individuals
to share experiences and voice opinions regarding the need for affordable prescription drugs. It is an
example of how “switch” could be used in a different context than insurance, such as in this tweet:
“In the USA, this is how we are forced to switch insulins without any regard to our health or to doctors’
orders.” The next most common word associated with switch was “network.” Networks were used in
tweets about switching, such as in this example: “Gods blessings is like health insurance, you have in
network benefits and out of network benefits, but in network is way better of course.” There were
tweets discussing the role of provider networks in insurance such as this one: “$252 for a doctor visit.
I wasn’t even there for 20 minutes. Thanks insurance for not letting me know the doc was no longer in
my network.”
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bait (0.31)

lockedin
(0.14)

network 
(0.08)

premium
(0.08) 

rxrights
(0.13)

Figure 1. Word associations for plan attributes and switching among health insurance tweets.

“Network” was associated with the word switch as often as “premium,” which was 0.08,
meaning that 8% of tweets that had the word “switch” in them also contained the work “premium.”
Consumers expressed concerns about premiums, deductibles, and co-pays, such as in this example:
“Dude, as expensive as my insurance is. Copays, premiums, etc., I might as well not even have it.
Costs 2 much to use.”

3.2. Sentiment Analysis

The results of the sentiment analysis showed that two emotions prevailed in tweets during
enrollment season: “trust” and “fear” (Table 1). The emotion “trust” was the primary driver of positive
sentiment expressed in tweets, while the emotion “fear” was the primary driver of negative sentiments
and accounted for the slightly negative overall sentiment. Trust was expressed in the context of doctors,
nurses, and other medical providers. Here is an example of a tweet discussing this trustworthy role:
“Patients value their family doctor at the bedside when gravely ill. Healing presence is so powerful.”

Table 1. Positive and negative emotions expressed on Twitter, by the words used in the tweets.

Positive Negative
Doctor (trust) Pressure (negative)
Physician (trust) Die (fear, sadness)
Hospital (trust) Emergency (fear, anger, disgust, sadness)
Nurse (trust) Disease (fear, anger, disgust, sadness)
Plan (anticipation) Pain, surgery (fear, sadness)
Save money (joy) Miscarriage (fear, sadness)
Choice (positive) Cancer (fear, anger, disgust, sadness)

Note: In brackets are the emotions that the NRC Emolex associated with the word used in the tweets.

In a tweet like this, the NRC Emolex classified the word “value” as positive and associated
with “trust,” while the word “healing” is classified as positive and associated with the emotions
of anticipation, joy, and trust. Another tweet referred to the importance of continuity of care:
“Seeing anxiety in culture from lack of relationship with continuity of fam Doctor.” The word “anxiety”
is classified by the NRC Emolex as negative and associated with the emotions of fear, anticipation,
and sadness. In this way, the words used in tweets are given a subjectivity score and common ones are
reported in Table 1.

Fear was conveyed in Tweets about medical events such as “lose,” “disease,” “emergency,”
“surgery,” “cancer,” and unanticipated costs. Consumers expressed both negative and positive
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sentiments about choice, but the NRC Emolex could not specify the exact emotion. For example,
one tweet stated: “I hate choice so much that I’ve essentially disregarded my doctor because I’ve
had such a low care of my own wellbeing.” It also identified “pressure” as being negative but could
not specify what kind of emotion consumers expressed. Overall, the sentiment of consumers toward
health insurance was slightly negative, although most sentiments were not at either extreme (Figure 2).
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Figure 2. Sentiments expressed in health insurance-related tweets in 2016-2017 Affordable Care Act
enrollment season.

The figure shows how the words used in the tweets were classified: either positive or negative.
It follows from the histogram that most words were classified as “slightly negative” (-1) and few words
were classified as either extremely negative or extremely positive.

To understand what attitudes consumers expressed regarding specific attributes of health plans,
we examined “premium,” “access,” and “network.” Table 2 illustrates that consumers used the
insurance attribute “premium” most often in combination with words like “increase” or “relief.”

Table 2. Words associated with premium, access, and network.

Term in Tweets Words Used Association
Premium Increase

relief
Obamacare

0.17
0.16
0.08

Access No-copay
ppact (planned parenthood), birth, women

Affordable Care Act

0.74
0.66, 0.51, 0.40

0.15
Network narrow

providers
covering

0.23
0.16
0.08

Switch Bait
lockedin
rxrights

premium
network

0.31
0.14
0.13
0.08
0.08

Access was associated most of the time with “nocopay,” suggesting that consumers who care
about access also care about copays. The attribute “network” was associated with “narrow” 23% of
the time, and with “providers” 16% of the time, suggesting that many consumers talk about narrow
network plans when discussing health insurance.
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4. Discussion

In this study, we used text data from Twitter to identify attitudes that consumers express towards
health insurance, plan attributes, and health care providers. The health insurance choice literature
focuses primarily on well-defined features of plans that are easily observable from administrative
data such as benefit design, co-insurance rates, and deductibles. Previous studies found that
financial considerations, such as premiums, deductibles, and maximum out-of-pocket spending caps,
are important to consumers. This study reinforces some results from previous research. The sensitivity
of consumers to higher premiums that our study finds is well documented in other literature. The role
of provider networks has been debated recently—our study reinforces the importance of the networks
to consumers.

There are limitations associated with the bag of words approach that we used. The main
disadvantage is that it severely limits the context of the tweet and loses the order of specific information.
Also, it requires supervised machine learning, which entails modeling linguistic knowledge through the
use of dictionaries containing words that are tagged with their semantic orientation [39]. This means
that we used an existing data dictionary, but we accept the classification of the English words to
identify emotions.

It is a challenge to capture the essential meaning of a tweet in a machine-understandable
format [40] as issues like short length, informal words, misspellings, and unusual grammar make
it difficult to obtain a good representation to capture these text aspects. More recently, there has
been a paradigm shift in machine learning towards using distributed representations for words [41]
and sentences [42,43]. Most studies analyzing tweets have not been able to use a fully unsupervised
approach for message-level and phrase-level sentiment analysis of tweets. The advantage to such an
approach would have been, for example, that we would have been able to convey emotions in the
same manner in the tweets as in newspaper articles or blogs, reviews, or other types of user-generated
content. In everyday life, we rely on context to interpret a piece of text or comment, so with bag of
words it is harder to capture context as it merely focuses on isolated words or term frequencies.

We do not know how the demographics of people tweeting about health insurance compares
to the Affordable Care Act marketplace population, the Medicaid expansion population, and the
uninsured. Tweets contain macro data about the user, but it is limited to whatever information the user
decides to give. In practice, a small percentage of users provide personal information such as gender
or age. We do have some information about location, but we lack this information for a substantial
part of the sample and the level of information (city, state) differs by user.

Another limitation is that tweets have social network-oriented properties, and therefore we believe
that a good representation of our tweets should also capture social aspects. A social network analysis is
beyond the scope of this study, as well as conversational science approach looking at how a comment
is influenced by the previous one.

5. Conclusions

This study suggests that other, non-financial factors, might be important in the choice of health
insurance plan, such as the sentiments that consumers have. The discussion of “fear” in relation
to health insurance plan choice may seem unusual; however, the basic economic model for health
insurance posits risk aversion as a key motivator for individuals to buy coverage. In some sense, “fear”
is simply “risk-averse” in the vernacular. In another sense, however, this study provides specificity
about the nature of the risk aversion and suggests that consumers lack confidence in their choices and
express fear towards adverse health events and unanticipated costs.

If we better understand the origin of the fear and other sentiments that drive consumers, we may
be able to help them to better navigate insurance plan options and insurers can make sure to better
respond to their needs. Additionally, plan finders often provide consumers with actuarial spending
estimates for “average” consumers; our study suggests that the average outcome is not the outcome of
interest to consumers. Even though some plan finders include individual-specific calculations [44],
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insurance companies may want to react to consumers’ sentiments in addition to financial considerations.
Consumers are concerned about an unusual event—cancer, accident, surgery, or disease—and whether
they can afford care when death is a real possibility. Plan finders could be reconfigured to give coverage
data for consumers experiencing these extreme health events.

Text mining is an important addition to research in this area because of the sheer volume of
information and the possibility of looking quantitatively at formative data. In social science in
general, and public health research in particular, a common practice is to rely on small convenience
samples to generate formative data that are qualitative to generate hypotheses. Potential testable
hypotheses that were generated from the analysis may include “Provider networks are associated
with health plan switching” or “Sentiments expressed on Twitter predict health insurance choice.”
Where qualitative research usually involves very small samples, text data can yield similar insights
with substantially larger sample sizes. This study illustrates that we can use another, perhaps equally
effective, advanced method and data to generate testable hypotheses.
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