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WHO: A New Evolutionary Algorithm Bio-Inspired of 

Wildebeests with a Case Study on Bank Customer 

Segmentation  

 

Key Words: Wildebeests Herd Optimization (WHO), Population based Algorithms, Evolutionary Clustering, 

Meta-Heuristic Clustering, Customer Relationship Management, and Customer Segmentation 

Abstract 

Numerous evolutionary algorithms have been proposed which are inspired by the amazing 

living of creatures, such as animals, insects, and birds. Each inspired algorithm has its own 

advantages and disadvantages, and has its own way to accomplish exploration and 

exploitation. In this paper, a new evolutionary algorithm with novel concepts, called 

Wildebeests Herd Optimization (WHO), is proposed. This algorithm is inspired from the 

splendid life of wildebeests in Africa. Moving and migration are inseparable from 

wildebeests' lives. When a wildebeest wants to choose its path during migration, it considers 

the best path known to itself, the location of the more mature wildebeests in the crowd, and 

the direction of wildebeests with high mobility. The WHO algorithm imitates these traits, and 

can concurrently explore and exploit the search space. For validating WHO, it is applied to 

optimization problems and data mining tasks. It is demonstrated that WHO outperforms other 

evolutionary algorithms, such as genetic algorithm and particle swarm optimization, in the 

assessed problems. Then, WHO is applied to the customer segmentation problem. Customer 

segmentation is one of the most important tasks of data mining, especially in the banking 

sector. In this paper, the customers of a bank with current accounts are segmented using 

WHO based on four aspects: profitability, cost, loyalty and credit; some of these aspects are 

calculated in a novel way. The results were welcome by the bank authorities. 

1. Introduction  

Evolutionary algorithms that are inspired from nature, have been used for searching 

possible solutions in the search space for decades [1]. They are incorporated to solve 

optimization problems and in this way, they have succeeded in achieving high quality results 

in a considerable number of articles such as [2-4].  

The evolutionary algorithms can be divided into two categories: (i) The algorithms that are 

inspired directly from the Darwin’s theory, such as Evolutionary Programming (EP)[5], 

Genetic Programming (GP)[6], Genetic Algorithm (GA)[7] and Differential Evolution 

(DE)[8] that use operations such as crossover and mutation; and (ii) the algorithms that are 

inspired indirectly from the Darwin’s theory. These types of evolutionary algorithms are 

mostly imitation-based, such as Particle Swarm Optimization (PSO) [9] in which the 

members of population imitate each other, or are sign-based, such as Ant Colony 

Optimization (ACO) [10-12] in which there exists a global storage space for the members.  
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The algorithms that are inspired indirectly from the Darwin’s theory are generally inspired 

from the way of livings of animals, insects, or birds. For example, ACO is inspired of the 

ants’ foraging behavior, and in particular, how ants can find shortest paths between food 

sources and their nest by using pheromone [13]. In the following, a set of evolutionary 

algorithms that are inspired from nature are listed in Table 1. All of these algorithms are 

swarm based and use a population of individuals to solve the problems. 

Table 1: Inspired evolutionary algorithms 
ID Alg. Name Inspired from ID Alg. Name Inspired of 

1 ACO [10-12] Ants 8 CSO [14] Cats 

2 ABC [15] Bees  9 FOA [16] Fruit Flies 

3 KH [17-21] Krills 10 CSA [22] Cuckoos 

4 TCO [23] Termites 11 BFOA [24] Bacteria 

5 PSO [9] Birds 12 AFSA [25] Fish 

6 FA [26], GSO[27] Fireflies 13 BA [28] Bats 

7 SFL [29] Shuffled Frogs 14 LPO [30] Lions 

GAs makes use of Darwin’s natural selection theory to discover the best formula for prediction of 

patterns, or matching them [31]. The genetic algorithm uses a data structure which is similar to a 

chromosome to represent a possible solution. In each iteration, the algorithm selects some 

chromosomes, usually based on a fitness function. Then, a crossover operation is performed on the 

chromosomes, and a new population is generated. After that, mutation is applied on the produced 

chromosomes. The children that are generated by crossover and mutation may replace chromosomes 

that are present in the population, usually by comparing their fitness values. The population evolves 

by time, and converges to near optimal chromosomes. In data mining, GA has been used for 

clustering as well [32, 33]. 

Evolutionary Programming (EP) is another strategy to find near optimal solutions. Its emphasis is on 

behavioral linkage of children and parents. Another method is Genetic Programming (GP) in which 

the chromosomes are trees and represent computer programs. It also has crossover and mutation 

operators.  Another algorithm based on swarms is Differential Evolution (DE) which also has 

crossover, mutation, and selection. The main difference between DE and GA is the emphasis of DE 

on mutation.  In Particle Swarm Optimization (PSO), the solutions are called particles [9]. Each 

particle moves in the space, and has two values: velocity and location, which are usually vectors. The 

particles move in the search space by their velocity, and their location changes. Each particles knows 

the best location it has been in, and the best location of all of the particles. The velocity of a particle is 

computed based on these two experiences.  PSO has been used in clustering in some researches [34-

36]. 

Another common method is Ant Colony Optimizatin (ACO) which is used to find solutions for 

difficult problems. Real ants lay a pheromone trail for other ants to find good resources of food. The 

ants tend to choose paths with high amounts of pheromone. Another algorithm which is inspired of 

insects is Artificial Bee Colony (ABC) which makes use of honey bee’s intelligence. In this 

algorithm, employed bees search for food, and share their location with onlooker bees. The onlooker 

bees usually choose high quality food sources. There are scout bees as well, which search for new 

food sources.  The Krill Herd algorithm (KH) is inspired from krills. The krills move according to 

their minimum distance from food, and the density of krill herds. It is possible to tune the exploration 

and exploitation of this algorithm using parameters. However, the high number of parameters is seen 

as a disadvantage of this algorithm [18].  

Termite Colony Optimization (TCO) is inspired from termites [37]. Termites tend to go to places with 

higher pheromones.  The Glowworm Swarm Optimization (GSO) can find multiple solutions which 

are near optimum [27]. The Shuffled Frog-Leaping method is another swarm-based technique which 
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incorporates natural memetics [29]. Another swarm-based method is Cat Swarm Optimization (CSO) 

which consists of two sub-models, based on the cats behaviours [14].  Fruitfly Optimization 

Algorithm (FOA), fruitflies get a direction and a distance to search for optimized solutions. Cuckoo 

Search Algorithm is inspired from the cuckoos laying eggs in nests [38].  

Bacterial Foraging Optimization Algorithm is inspired from bacteria such as M.xanthus and E.coli 

[39]. Another method is AFSA which is taken from social behaviors of fish, and has numerous 

advantages such as high accuracy and high convergence speed [40]. The Bat Algorithm (BA) is based 

on the lives of bats.  Lion Pride Optimizer (LPO) is inspired by the social interactions of lions, and 

can solve single or multi-variable problems. Table 1 shows a summary of some of the aforementioned 

algorithms. 

These algorithms have different implementations of exploration and exploitation. Some of these 

algorithms have been compared in [38] on optimization problems. These problems are in 8 categories: 

Unimodal and Separable (US), Unimodal and Inseparable (UI), Multimodal and Separable (MS), 

Multimodal and Inseparable (MI), Multimodal (M), Unimodal (U), Separable (S), and Inseparable (I). 

The results can be seen in Table 2, in which the leftmost column is the types of problems, the second 

one shows the number of problems in that type, and the rest represent the wins of the algorithm. 

Table 2: comparison on different types of problems[38] 
Category Number of problems GA ACO PSO DE ABC GSO CSA 

Being best performing method 30 15 13 19 24 6 0 3 

Unimodal Separable (US) 2 0 0 1 1 0 0 0 

Unimodal Inseparable (UI) 10 3 3 6 7 2 0 1 

Multimodal Separable (MS) 6 4 3 4 5 3 0 2 

Multimodal Inseparable (MI) 12 8 7 8 11 1 0 0 

Unimodal (U) 12 3 3 7 8 2 0 1 

Multimodal (M) 18 12 10 12 16 4 0 2 

Separable (S) 8 4 3 5 6 3 0 2 

Inseparable (I) 22 11 10 14 18 3 0 1 

In this paper, a new evolutionary algorithm is proposed, called WHO (Wildebeest Herd 

Optimization) and inspired from splendid life of wildebeests. These huge mammals live in a 

herd with a population of over 1 million. They live socially alongside each other, and finding 

food, water and peace in this huge herd is not easy for them. But how can they successfully 

survive? Most of the researchers argue that the key to the success of these creatures is in their 

migration. One of the differences between WHO and other algorithms is that in the algorithm, 

the more mature wildebeests are attracted to the more mobile wildebeests, and vice versa. 

The attraction of the more mature wildebeests to the more mobile wildebeests in the first 

iterations of the algorithm leads to higher exploitation, and when the algorithm is likely to be 

trapped in the local optimum, the exploration occurs, since the members of the population 

that are in the local optimum have low mobility (but high fitness) and they are attracted to the 

members that have high mobility values. In fact the WHO algorithm imitates the important 

features of their migration. WHO will be discussed in detail in Section 3.1. After validating 

of WHO, this algorithm is examined on a real world problem. 

One of the advantages of evolutionary algorithms is their ability to be used in data mining. 

In fact, knowledge extraction using evolutionary algorithms is the one of the hot spots in 

research in data mining. These algorithms can perform well in numerous aspects of data 

mining, such as classifications, clustering, correlation, and anomaly detection [18-21, 41-45]. 

The papers such as [46-52] can help experts with granular optimization techniques, granular 
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clustering techniques and granular classification techniques. The WHO is also examined in a 

data mining task in Customer Relationship Management (CRM) context. 

CRM is a strategy to have customized relationship with customers, and it can help to 

create value for companies [53]. [54-56] are some of the papers that published in this area. 

One of the tasks in CRM is segmentation of customers, in which the customers are divided 

into homogeneous groups with similar traits [57]. [58-61] are some of the papers that are 

published in this context. Customer segmentation based on Customer Lifetime Value (CLV) 

and RFM (Recency, Frequency, Monetary) are the important issues in CRM that have been 

studied in numerous papers, such as [62-65]. Some researchers have also worked on bank 

customers, such as [66, 67]. In these papers, CLV and RFM are considered in segmenting 

banks customers. 

Nowadays, using data mining techniques has become widespread in customer relationship 

management. Data mining answers numerous business questions in a proper time; the 

questions that finding their answers were very time-consuming before [68]. For instance, now 

clustering algorithms such as k-means [69] can be used in a fast manner for customer 

segmentation.  

Customer segmentation is important because all of the customers are not of the same value 

for the company. Hence, the companies should be able to identify the more important and 

valuable customers in order to try to increase their profitability and loyalty, and define some 

policies for the less important customers. 

The rest of the paper is organized as follows: In the next section, the basic concepts are 

explained which includes K-Means and the usage of evolutionary algorithms in the 

clustering. Section 3 consists of two sub-sections. In the first, the WHO algorithm is 

explained. The WHO chooses the path for wildebeests based on the following: (i) the best 

path that each wildebeest knows and follows; (ii) the location of the mature wildebeests in the 

crowd; and (iii) the direction of wildebeests with high mobility. Outlier detection is needed 

before customer segmentation, and hence, an approach is provided for detecting outliers in 

the second sub-section. In section 4, the WHO is studied extensively and it is examined on 

optimization problems to assess its performance in different search spaces. Then it will be 

assessed in segmentation in UCI datasets so its performance can be evaluated in clustering. 

Finally, in the most important application, it will be used for segmentation of bank customers, 

which is a real world project. The results of WHO are compared to those of standard GA and 

PSO algorithms. Finally, conclusions are made and future works are provided in section 5. 

2. Basic Concepts 

In this section, the K-Means algorithm is explained and the method of clustering by using 

evolutionary algorithms is described. 

1.1. K-means  

The K-means method [69] is one of the fastest clustering methods in the data mining. This 

method is simple, yet is considered as a base method for numerous other clustering methods, 

such as fuzzy k-means. In K-means, first k members are selected randomly from the n 
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members as the centroids (k is the number of clusters). Then, the n – k remaining members 

are allocated to the nearest centroid. After this allocation, all of the centroids are recalculated 

and the members are reallocated to the centroids, and this process continues until the 

centroids do not change. 

1.2. How to use evolutionary algorithms in clustering of datasets 

In order to use evolutionary algorithms in clustering problems, first we should consider 

how to represent the individuals in population. In many researches in the literature, a 

structure has been used that has n . m dimensions. n represents the number of features in the 

dataset, and m is the number of clusters. Figure 1 shows an individual of population of 

evolutionary algorithms. Each cluster is shown with its centroid and each centroid consists of 

features values. 

Centroid m …. Centroid i Centroid 2 Centroid 1 

                                                                 
Figure  1 : An Individual of Population 

The second important consideration is the fitness function that should be specific to the 

clustering problems. Numerous fitness functions for clustering have been proposed, and they 

generally try to maximize the inter-cluster distance and minimize the intra-cluster distance. In 

the next sections, the fitness function used in our research will be explained. 

3. The Proposed Method  

This section consists of two sub-sections. In the first, the WHO algorithm is explained. 

Since outlier detection is needed before customer segmentation, an approach is provided for 

detecting outliers in the second sub-section.   

3.1. Wildebeests Herd Optimization 

The Serengeti ecosystem is one of the most fascinating and mysterious locations on this 

planet
1
. This ecosystem involves a region in Africa, that ranges from north of Tanzania to 

southwest of Kenya. Wildebeests in this region take long journeys to find better grassland 

and meadows. Every year, about 1.5 million wildebeests travel thousands of kilometers to 

search for better habitats and escape from the heat and the drought of Kenya and Tanzania, 

alongside gazelles and zebras. The group migration of wildebeests and other animals 

alongside them makes the journey safer. The wildebeests use their swarm intelligence to 

analyze the situation and take different paths for migration each year. This makes them safer, 

because the hunter animals such as lions, hyenas and alligators cannot predict their path. 

More information about the lives of wildebeest is presented in [70-72]. 

It is very interesting that these huge mammals with a population of over 1 million can live 

socially and successfully alongside each other. Finding food, water and peace, and surviving 

is not easy for them in this huge herd. Migration is the key to the survival of these creatures, 

according to most researchers. Migration is an inseparable aspect of their lives; without it, the 

                                                            
1
 http://www.serengeti.org/ 
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food resources would diminish soon, and the hunters would find their locations and hunt 

them. The mortality rate in a stationary herd is twice the moving herd.  

In this ecosystem, the mature wildebeests (with high fitness) have the right to mate, and 

for them, their mate should be migrating as well. In these situations, moving herds with high 

populations appear. In the high population and high moving herds, the children are born in 

the path. This has several advantages: (i) the children learn the paths of migration and 

remember their advantages and risks; (ii) being in move prevents them from being sighted by 

the hunters; (iii) in a high population and moving herd, the number of mature wildebeests is 

high and this leads to better protection and education for children; and (iv) the less fit 

children may be hunted by alligators or drowned when crossing the rivers. This helps the 

whole herd survive because the hunters can have their feast from the less fit children and 

even parents, and the fitter creatures can survive. 

Wildebeests focus on three points in choosing their path: 

(i) The best path that each wildebeest knows and follows; 

(ii) The location of the mature wildebeests in the crowd; 

(iii) The direction of wildebeests with high mobility. 

They choose their next location based on these three criteria. 

In this paper, considering the behavior of wildebeests and inspiring from their wonderful 

lives, we propose a new optimization algorithm. Modeling of behavior of wildebeests is 

similar to the both types of evolutionary algorithms that are inspired directly and indirectly 

from the Darwin’s theory. The algorithms inspired directly from the Darwin’s theory, such as 

GA, perform crossover and mutation, and in the algorithms that are inspired indirectly from 

the Darwin’s theory, such as PSO, individuals imitate each other by using local and global 

best locations.  

The wildebeests tend to move towards the best local and global locations and this is 

similar to PSO. The birth of children in the way, and having high mobility and maturity in the 

herd can be achieved by using crossover and mutation which is similar to GA. The crossover 

is accomplished such that the more mature wildebeests are attracted to the more mobile 

wildebeests, and vice versa. For example, one of the two parents for crossing over can be 

chosen from mature wildebeests and those that have high mobility. The mobility can be 

measured by the amount of improvements in consecutive generations that will be explained 

later.  The attraction of the more mature wildebeests to the more mobile wildebeests has two 

different effects; this means that the attraction in the first iterations of the algorithm leads to 

higher exploitation, and when the algorithm is likely to be trapped in the local optimum, the 

exploration occurs, since the members of the population that are in the local optimum have 

low mobility (but high fitness) and they are attracted to the members that have high mobility 

values. Considering the mobility may decrease or increase the fitness values of children, but 

overall, makes them escape the local optimum and increases the chance of finding the global 

optimum. Also, crossover of mature wildebeests with the wildebeests that are mobile causes 

the location of the newborn children not to be always around the mature wildebeests; because 
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of late convergence, this may increase the runtime of the algorithm but makes the algorithm 

better explore the search space. The children can be more mature and mobile and can have 

the ability to increase their fitness. This is the same as wildebeests' life style that children are 

born on the migration path. On the other hand, the children with low maturity and mobility 

die as in the real-world scenario, and this is done by the replacement function in the 

algorithm. The mobility and maturity are defined as follows: 

Mobility: In order to calculate the mobility of each member of the wildebeests' population, 

M (an input parameter) consecutive fitness values of a member are taken and the square of 

their correlation coefficient is calculated. Correlation coefficient yields values between -1 and 

1, and when it is squared, the result will be between 0 and 1. It shows the mobility of the 

members. If the fitness increases or decreases very rapidly, the square of correlation 

coefficient (mobility) will be close to 1. 

Maturity: It is the fitness of each wildebeest. Since WHO will be used in clustering task as 

well, the fitness of an individual is defined based on the type of the problem. In this way, if 

the problem is optimization, the output of the functions are considered as the fitness value, 

and if it is a data mining task (such as clustering, classification, association rule mining, …), 

a function should be defined for the whole input dataset and defined as the fitness function. 

One of the differences between optimization problems and data mining tasks using 

evolutionary algorithms is in the fitness calculation. In the optimization tasks, just a function 

value is calculated, but in the data mining problems, there is at least a dataset that should be 

explored in each iteration per each individual in the population and exploring the dataset 

generally increases the time needed to solve the problem. 

Here, the case study of the paper is the segmentation of customers that needs to apply 

clustering methods. Hence, we should find a proper measure for clustering the dataset. For 

segmentation, numerous fitness functions have been proposed. All of them try to maximize 

the inter-cluster distance and minimize the intra-cluster distance. Between them, one of the 

best functions is Sum of Squared Errors (SSE). Here, we use SSE as the fitness function. It is 

calculated by Equation 1: 

     ∑      
                         

  

   

 

   is the number of clusters and     is the centroid of the ith cluster. To calculate the 

distance, the Euclidean distance is used which is as follows: 

√∑       
 

 

   

                           

in which,    and    are the ith values from different vectors. But why we have used only 

SSE in the fitness function, not considering the inter-cluster distance? The reason is that 

minimizing SSE leads to maximizing Sum of Squares Between (SSB) [73]. 

In this case that SSB is not considered in fitness calculation, the time of execution of 

clustering on bank data will be lower. 
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The pseudo code for the WHO is presented in Pseudo code 1: 

Function WHO (Problem) returns best result as a optimum state 

Input: Pop_size, Problem_size, LU_vector, P_Cross, P_Mut,  ,  ,M, Inertia, Tourn_size, N_Replacement, RR_rate 

Output: W_Gbest 

 

1- Population  InitializePopulation(Pop_size, Problem_size, LU_vector) 

2- EvaluatePopulation(Problem, Population) 

3- W_Gbest  GetBest(by fitness, Population) 

4- While (not satisfied conditions){ 

5- W_Tbest  GetBestWithTournament(by fitness, Population, Tourn_size) 

6-            CalculateMotions(Population, W_Tbest, LU_vector) 

7-            MoveWildebeest(Population) 

8-            EvaluatePopulation(Problem, Population) 

9- Parents   SelectParents(Population, Tourn_size ) // according to fitness and R 

10- Children     DoCrossover(Parents, P_Cross, LU_vector) 

11- DoMutation(Children, P_Mut, LU_vector) // on X and M vectors 

12- EvaluatePopulation(Problem, Children) 

13- For ( i=0 to (1 - RR_rate) * N_Replacement) do 

 {  

14-                          For( j=0 to Tourn_size) do 

  {   

15-             Fitness_Temp1  SelectByRandom(Population) 

16-              Fitness_Temp2  SelectByRandom(Children) 

  } 

17-      Replace Worst(Fitness_Temp1) with Best(Fitness_Temp2)    

} 

18- For ( i=0 to RR_rate * N_Replacement) do 

 { 

19-   For( j=0 to Tourn_size) do 

  {   

20-   Mobility_Temp1  SelectByRandom(Population) 

21-   Mobility_Temp2  SelectByRandom(Children) 

  } 

22-  Replace Worst(Mobility_Temp1) with Best(Mobility_Temp2) 

}     
23-  W_Tbest  GetBest(by fitness, Population) 

24- If W_Tbest is better than W_Gbest then W_Gbest  W_Tbest} 

25- Return W_Gbest 

Pseudo code 1:  Workmanship of the WHO 

There are some parameters which must be tuned. Pop_size determines the number of 

individuals in population, P_Cross, P_Mut determine the probability of crossover and mutation 

operations respectively,   is the importance coefficient of gBest (global best),   is the 

importance of lBest (local best), M determines the number of consecutive fitness values for 

calculating the mobility of an individual, Inertia is the importance coefficient of the previous 

motion, Tourn_size determines the number of random individuals that should be selected in 

each tournament selection,  N_Replacement determines the number of replacements in each 

generation, and RR_rate determines the importance coefficient of individuals with high fitness 

and individuals with high mobility in the replacement step. Some other parameters are set 

with the problem characteristics, Problem_size determines the number of dimensions that the 

problem has and LU_vector determines lower and upper limitations for each dimension. 

Each individual of the population (each wildebeest) will have 4 vectors: X for keeping the 

current location, M for storing the Motion Step which is calculated based on the best location 

the individual knows and the best location of all of the individuals in the population, D is for 

keeping the fitness values of previous generations to compute the square of correlation 

coefficient (mobility) and L for keeping the best location that the member has known since 
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the beginning of the algorithm. In the first step of the pseudo code, all of the vectors are 

initialized with random values according to LU_vector. In the second step, the fitness and 

mobility of all individuals are calculated. In the third step, the best individual of the 

population in terms of fitness is chosen and then the algorithm enters the evolution loop 

which runs until the termination criteria are met. In this loop, new generations are evolved. 

Here, the termination criteria are twofold: either we have reached (i) the maximum number of 

generations in which no improvement has been occurred; or (ii) the maximum number of 

generations. Each of which occurs, the algorithm stops. In the fifth step, the best individual is 

chosen by using tournament selection in term of fitness, and in the sixth step, the motion of 

members is calculated based on Equation 4: 

                                                          

  and    are random numbers between 0 and 1 and X is the current position. This 

equation in WHO for finding gBest differs from the equation in PSO. Here, the global best is 

chosen from the population using the tournament selection considering the highest fitness 

value (       ). This prevents rapid convergence. The next position is calculated by 

Equation 5 where t is time. 
                                       

After the imitation-based phase, it is time for evolutionary operations which is 

accomplished using single-point crossover and mutation in all of the D, M, X, and L vectors. 

In the eighth step, fitness and mobility of all individuals are calculated. Selecting parents is 

done incorporating the tournament selection. Selecting the first parent is done by using 

tournament selection considering fitness values, and selecting the second parent is done by 

using tournament selection considering mobility values. The single-point crossover is 

accomplished using these two parents across all of the vectors with the probability of P_Cross 

and two children are created. These two children inherit mobility and maturity from the 

parents with a probability. Then, the mutation is done on new children's vectors (on X and M 

vectors) with the probability of P_Mut. The described crossover process is illustrated in figure 

2.  

Crossover

Population from  
the Mobility 
Perspective

Population from 
the Fitness 
Perspective

Selected Ws based 
on Mobility

and Tournament

Selected Ws 
based on Fitness
and Tournament

Best Wildebeest in 
term of the Fitness 

Best Wildebeest in 
term of the Mobility 

 
Figure 2: how to choose parents in terms of the fitness and the mobility 
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After assessing the children in the step 12, it is time for replacement. In this step, the new 

generation is produced from the previous generation and the new children, as follows. 

We should replace N_Replacement individuals (an input parameter) of the population. The 

tournament selection paradigm is applied in this section. To this end, RR_rate * N_Replacement 

of individuals are replaced based on the fitness function, and (1 - RR_rate) * N_Replacement of 

individuals are replaced based on the mobility of the population. In the selecting of the cases 

in terms of fitness function, we choose Tourn_size (an input parameter) individuals from the 

current population, and the individual with the lowest fitness value in the selected individuals 

is replaced by the member from the children that has been selected with a similar scheme and 

has the highest fitness in the selected children. In the selecting of the cases in term of the 

mobility function, individuals are chosen based on the mobility of the individuals, in which a 

tournament selection scheme is incorporated and a number of current population are selected, 

and the individual with the lowest mobility in the whole population is replaced with the 

member from the children that has been chosen similarly and has the highest mobility. Using 

a hybrid of imitation-based methods (motion) and evolutionary methods (crossover and 

mutation) causes the algorithm to explore and exploit simultaneously. However, GA 

generally first explores the search space and then exploits the results, and in PSO, 

exploitation is more emphasized than exploration. The concurrency of the exploration and the 

exploitation in the WHO leads to better results that can be seen in the results section. 

3.2 Outlier detection approach 

In this section, we consider a special case where the problem is clustering. Because of the 

high impact of outliers on clustering results, it is important to find them. The approach used 

in this paper for customer segmentation is a simple and effective approach which is based on 

statistical functions such as standard deviation and averaging. For each feature in the dataset, 

two thresholds are defined such that one of them shows the lower limit and other shows the 

upper limit for the outlier detection. A record that more than half of its features are out of the 

range is detected as outlier. Thresholds are calculated as follows: 

                                            

For example, assume there is a record in dataset with 5 features. Equation 6 is calculated for each feature and 

so if the value of the feature is not in the range of the thresholds, it is known as an outlier feature, and if the 

number of outlier features exceeds the half number of features (suppose 3), then the record is known as an 

outlier record.  

4. The Results 

The case study of the paper is the segmentation of bank customers. To apply WHO on the 

sensitive and valuable data of the bank, we have to scrutinize the algorithm to assess its 

performance. First, we apply it on the standard optimization problems to assess its 

exploration and exploitation, and to see the strength of the algorithm in different search 

spaces that are explained in subsection a. Then, since this algorithm will be applied on a 

segmentation problem, it will be tested on standard UCI datasets with the SSE measure in 

subsection b, and finally it will be applied on a real bank dataset in subsection c. The 

AC
CE

PT
ED

M
AN

US
CR

IP
TAccepted manuscript to appear in IJPRAI

In
t. 

J.
 P

at
t. 

R
ec

og
n.

 A
rt

if
. I

nt
el

l. 
D

ow
nl

oa
de

d 
fr

om
 w

w
w

.w
or

ld
sc

ie
nt

if
ic

.c
om

by
 U

N
IV

E
R

SI
T

Y
 O

F 
C

A
L

IF
O

R
N

IA
 @

 S
A

N
T

A
 B

A
R

B
A

R
A

 o
n 

09
/2

1/
18

. R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.



11 
 

algorithms are implemented in Java, and run on a personal computer with 8 gigabytes of 

RAM, an Intel Core i3 3.3 GHz CPU and the 64-bit version of Windows 7. 

a. The results on optimization problems with different search spaces 

In Table 3, problems are illustrated. The first column shows the problem number, column 

2 is the name, the 3rd column shows the type (consists of US, UN, MS and MN where U 

means unimodal, M multimodal, S separable and N Non-Separable; in choosing problems, it 

is tried to choose diverse problems with different search spaces), column 4 is the number of 

dimensions, and columns 5 and 6 show lower bound and upper bound of function. 

Table 3: The standard optimization problems 

Problem Name Type Dimension L_Bound U_Bound 

1 Sphere US 30 -100 100 

2 Rosenbrock UN 30 -30 30 

3 Rastrigin MS 30 -5.12 5.12 

4 Griewank MN 30 -600 600 

5 Ackley MN 30 -32 32 

GA Standard, PSO Standard and WHO are implemented on the standard problems and 

results of other algorithms are taken from [74]. The results of WHO, PSO standard, GA 

standard and algorithms that are examined in [74] with 30 dimensions are listed in Table 4. It 

can be seen that when the dimensions number is low, the results are almost the same (though 

WHO outperforms other algorithms in some cases).  

Table 4: Results and Comparison with low dimensions 
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The parameters values for WHO, PSO Standard and GA Standard related to Table 4 are 

listed in Table 5. For the parameters of the rest of algorithms, please refer to [74]. 
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Table 5: Parameters values for WHO, PSO Standard and GA related on 30-dimension problem 

 
WHO PSO Standard GA Standard 

inertia P_Cross P_Mut Tourn_size c1 c2 inertia Tourn_size P_Cross P_Mut 

1 0.2 0.7 0.15 0.7 2 1.75 0.3 0.9 0.9 0.05 

2 0.1 0.7 0.1 0.7 2 1.75 0.2 0.9 0.85 0.05 

3 0.2 0.7 0.15 0.7 2.25 1.75 0.2 0.9 0.85 0.05 

4 0.1 0.8 0.15 0.7 2 2 0.3 0.9 0.95 0.05 

5 0.1 0.7 0.05 0.6 2 2 0.08 0.8 0.9 0.05 

For more accurate and fair comparison, the Wilcoxon signed-rank test is used. IBM SPSS 

Statistics has been used to get these comparisons. Wilcoxon signed-rank test does not assume 

normality in the data, and it can be used when this assumption is violated and the use of the 

dependent t-test is inappropriate. The results of Wilcoxon Signed Ranks Test is shown in 

Table 6. By examining the final Test Statistics table (Table 7), we can discover whether 

changes led overall to a statistically significant difference in results. All of tests have been 

done on the best results of the algorithms. 

 

Table 6: Ranks 
Pairs Title  N Mean Rank Sum of Ranks 

            - WHO 

Negative Ranks 0a .00 .00 

Positive Ranks 5b 3.00 15.00 

Ties 0c - - 

Total 5 - - 

            - WHO 

Negative Ranks 1d 1.00 1.00 

Positive Ranks 2e 2.50 5.00 

Ties 2f - - 

Total 5 - - 

SA - WHO 

Negative Ranks 1g 1.00 1.00 

Positive Ranks 1h 2.00 2.00 

Ties 3i - - 

Total 5 - - 

PS - WHO 

Negative Ranks 1j 1.00 1.00 

Positive Ranks 1k 2.00 2.00 

Ties 3l - - 

Total 5 - - 

PSO2011 - WHO 

Negative Ranks 2m 1.50 3.00 

Positive Ranks 1n 3.00 3.00 

Ties 2o - - 

Total 5 - - 

ABC - WHO 

Negative Ranks 2p 2.50 5.00 

Positive Ranks 1q 1.00 1.00 

Ties 2r - - 

Total 5 - - 

VS - WHO 

Negative Ranks 1s 1.00 1.00 

Positive Ranks 3t 3.00 9.00 

Ties 1u - - 

Total 5 - - 

a. GA < WHO 

b. GA > WHO 

c. GA = WHO 

d. PSO < WHO 

e. PSO > WHO 

f. PSO = WHO 

g. SA < WHO 

h. SA > WHO 

i. SA = WHO 

j. PS < WHO 

k. PS > WHO 

l. PS = WHO 

m. PSO2011 < WHO 

n. PSO2011 > WHO 

o. PSO2011 = WHO 

p. ABC < WHO 

q. ABC > WHO 

r. ABC = WHO 

s. VS < WHO 

t. VS > WHO 

u. VS = WHO 
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Table 7: Test            
 

 
            - 

WHO 

            - 

WHO 

SA - 

WHO 

PS - 

WHO 

PSO2011 - 

WHO 

ABC - 

WHO 

VS - 

WHO 

Z -2.023b -1.069b -.447b -.447b .000c -1.069d -1.461b 

Asymp. Sig. (2-

tailed) 
.043 .285 .655 .655 1.000 .285 .144 

a. Wilcoxon Signed Ranks Test - b. Based on negative ranks. - c. The sum of negative ranks equals the sum of positive ranks. - d. Based 

on positive ranks. 

Since the clustering problem usually has a high dimension, the algorithms are run on 

aforementioned problems with their dimensions increased to 150. It is shown that WHO 

outperforms the other algorithms when number of dimensions is high. 

In all of the runs, the termination criterion is if the algorithm runs for 2000 generations 

without improvement in the fitness. The maximum number of generations is also set to 5000. 

All the algorithms were run on all of the problems for 30 times, and in all of them, the 

population size was set to 100. In all of the runs, the parameter tuning is done using trial and 

error and the best parameter values have been selected. 

Table 8: The results of PSO Standard on the optimization problems: 

Problem Parameters Results - Limited No. of Generations 

Inertia C1 C2 Best Average Standard Deviation Tot. Time 
1 0.3 2 2 6.39E-08 34.122852 37.880072 3 

2 0.3 2.2 1.5 206.77136 3986.5959 8213.116 3 

3 0.2 2 2 4.1444128 440.15413 275.94902 3 

4 0.25 2 2 2.1589362 11.056721 4.9056919 9 

5 0.12 2 2 568.34582 936.53569 391.19692 9 

 

The results of running PSO are shown in Table 8. The first column shows the problem. 

The next third columns show the best parameters (inertia is the importance of the previous 

velocity, C1 is the importance of gBest and C2 is the importance of lBest). The four 

remaining columns show the results: the best results in 30 runs, the average of results in 30 

runs, the standard deviation in 30 runs, and the runtime in 30 runs (in minutes). Of the main 

advantages of PSO, we can mention its low number of parameters, the robustness of 

parameters, and the fast runtime. 

The results of the genetic algorithm can be seen in Table 9. In all of the runs, the 

N_Replacement parameter is set to 0.8 of the whole population. The parameters of crossover 

rate, mutation rate and the number of random selections in the tournament selection can be 

seen in columns 2 to 4. The four remaining columns are the same as the Table 8. 

Table 9: results of GA Standard on optimization problems 

Problem Parameters Results - Limited No. of Generations 

P_Cross P_Mut Tourn_size Best Average Standard Deviation Tot. Time 
1 0.9 0.05 0.8*pop_size 5.0864205 5.9663757 0.567816 17 

2 0.9 0.05 0.8*pop_size 330.91922 419.99084 48.19671 18 

3 0.8 0.05 0.6*pop_size 0.0375018 0.0448809 0.003672 24 

4 0.9 0.07 0.8*pop_size 1.3502583 1.4630611 0.03 29 

5 0.9 0.05 0.7*pop_size 375.97954 434.25635 8.036455 25 

GA Standard is also robust in its parameters. It has better results than PSO but its runtime 

is also higher and the algorithm is slower. 
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Table 10: The results of running WHO on optimization problems 
Problem Parameters Results - Limited No. of Generations 

P_Cross P_Mut Tourn_size inertia Best Average Standard Deviation Tot. Time 

1 0.5 0.05 0.7*pop_size 0.1 1.33E-14 1.33E-07 4.72E-07 22 

2 0.5 0.03 0.7*pop_size 0.1 148.4860254 272.5720654 61.85402462 23 

3 0.4 0.05 0.6*pop_size 0.2 4.60E-14 0.001149487 0.003582231 34 

4 0.4 0.05 0.7*pop_size 0.2 5.40E-08 8.91E-05 2.33E-04 35 

5 0.5 0.05 0.7*pop_size 0.1 8.972856 15.5978696 3.427406697 34 

The results of WHO can be seen in Table 10. The number of replacements is similar to 

GA. The number of kept fitness values from previous steps for calculating the mobility of the 

members (M) is set to 5.  α and β are set to 2. In the columns 2 to 5, crossover rate, mutation 

rate, number of random selections in tournament selection and the importance of previous 

motion are shown. The remaining columns are similar to Tables 8 and 9. 

The results of WHO show that though this algorithm is slower than the previous assessed 

algorithms, and though its parameters are a combination of the parameters of previous 

algorithms, it significantly has the best results, the best average result, and the best standard 

deviation.  

In the following two tables, WHO is compared to standard GA and standard PSO. It seems 

that in most types of problems (US, UN, MS and MN) with high dimensions, WHO 

outperforms the other two algorithms.  

Table 11: Ranks 

Pairs  Title N Mean Rank Sum of Ranks 

GA - WHO Negative Ranks 3a 2.67 8.00 

Positive Ranks 2b 3.50 7.00 

Ties 0c - - 
Total 5 - - 

PSO - WHO Negative Ranks 5d 3.00 15.00 

Positive Ranks 0e .00 .00 

Ties 0f - - 
Total 5 - - 

a. GA < WHO 

b. GA > WHO 

c. GA = WHO 

d. PSO < WHO 

e. PSO > WHO 

f. PSO = WHO 

 

Table 12: Test            
 

 GA - WHO PSO - WHO 

Z -.135b -2.023b 

Asymp. Sig. (2-tailed) .893 .043 

a. Wilcoxon Signed Ranks Test 

b. Based on positive ranks. 

 

The fitness improvement charts in three algorithms on five optimization problems are 

demonstrated in Figure 3. It should be noted that the vertical axis is the fitness, and the 

horizontal axis is the number of improvement has been occurred up to 50 first improvements. 

For the final results, please refer to the aforementioned tables. 
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Figure  3 : The fitness improvement charts in three algorithms on 5 optimization problems 

There are numerous factors that play roles in exploration and exploitation of algorithms. 

For PSO, inertia,      , C1 and C2 could be mentioned. For GA, mutation rate, crossover 

rate, the number of random choices in the tournament selection and the selection method are 

decisive. In WHO, the aforementioned parameters play a role in exploration and exploitation, 

in addition to the number of stored fitness values for calculation of mobility, the method of 

calculating mobility, and the order of doing imitation-based and evolutionary methods. Since 

the number of parameters that influence exploration and exploitations is high, we analyze the 

parameters in whole with the above charts. 

As can be seen, all of the charts follow the same pattern: the WHO is between GA and 

PSO. PSO begins to exploit from the beginning and does not explore highly which is 

necessary to escape the local optima, and GA first explores the search space and then the 

exploitation gets momentum and yields better results. But WHO concurrently explores and 

exploits. This concurrency causes the algorithm not to converge quickly, and to better explore 

the search space. 

b. The results on the clustering problems with standard UCI datasets 

In this section, the aforementioned evolutionary algorithms are applied for clustering of 7 

standard UCI datasets. Some of datasets are labeled, so their label is omitted during 

clustering. Each of the datasets is examined with 4, 8, 12 and 24 clusters. All of datasets are 
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numeric and before clustering, they are normalized. In the meantime, missing values are 

solved with averaging. The list of datasets with their characteristics is illustrated in Table 13. 

Please note that the number of dimensions in each individual of population is calculated as 

the number of features * the number of clusters. For example, if the number of clusters is set 

to 24, the number of dimension for Wine dataset equals to 312. 

Table 13: List of Datasets 
Name Number of Features Number of Records 

Iris 4 150 

Pima 8 769 

Wine 13 179 

Glass 9 215 

Data_User_Modeling_Dataset_Hamdi Tolga KAHRAMAN 5 257 

StoneFlakes 8 79 

Wholesale customers data 8 440 

  

 

Table 14: Parameter Tuning 
DS C4 C8 C12 C24 

Iris PSO C1=2 , C2=2, In.=0.2 C1=2 , C2=2, In.=0.1 C1=2 , C2=2, In.=0.1 C1=2 , C2=2, In.=0.15 

GA Cr=0.9, Mu=0.2, Rep.= 0.7, 

Tourna=0.9 

Cr=0.9, Mu=0.1, Rep.= 0.7, 

Tourna=0.9 

Cr=0.9, Mu=0.1, Rep.= 0.7, 

Tourna=0.9 

Cr=0.9, Mu=0.1, Rep.= 0.7, 

Tourna=0.9 

WHO C1=2, C2=2, Ms=0.2, Cr=0.9, 

Mu=0.05, Rep.= 0.7, Tourna=0.9 ,  

C1=2, C2=2, Ms=0.15, Cr=0.8, 

Mu=0.05, Rep.= 1.0, Tourna=0.9 ,  

C1=2, C2=2, Ms=0.15, Cr=0.6, 

Mu=0.07, Rep.= 1.0, Tourna=0.9 ,  

C1=2, C2=2, Ms=0.2, Cr=0.8, 

Mu=0.05, Rep.= 1.0, Tourna=0.9 ,  

Pima PSO C1=2 , C2=2, In.=0.4 C1=2 , C2=2, In.=0.2 C1=2 , C2=2, In.=0.2 C1=2 , C2=2, In.=0.3 

GA Cr=0.9, Mu=0.1, Rep.= 0.9, 

Tourna=0.9 

Cr=0.9, Mu=0.1, Rep.= 0.8, 

Tourna=0.8 

Cr=0.9, Mu=0.1, Rep.= 0.7, 

Tourna=0.8 

Cr=0.9, Mu=0.2, Rep.= 0.7, 

Tourna=0.9 

WHO C1=2, C2=2, Ms=0.3, Cr=0.5, 

Mu=0.05, Rep.= 0.7, Tourna=0.9 ,  

C1=2, C2=2, Ms=0.1, Cr=0.9, 

Mu=0.05, Rep.= 0.7, Tourna=0.9 ,  

C1=2, C2=2, Ms=0.15, Cr=0.9, 

Mu=0.1, Rep.= 0.7, Tourna=0.9 ,  

C1=2, C2=2, Ms=0.2, Cr=0.8, 

Mu=0.1, Rep.= 0.7, Tourna=0.9 ,  

wine PSO C1=2 , C2=2, In.=0.1 C1=2 , C2=2, In.=0.2 C1=2 , C2=2, In.=0.1 C1=2 , C2=2, In.=0.1 

GA Cr=0.9, Mu=0.08, Rep.= 0.9, 

Tourna=0.9 

Cr=0.9, Mu=01, Rep.= 0.9, 

Tourna=0.9 

Cr=0.9, Mu=0.2, Rep.= 0.9, 

Tourna=0.9 

Cr=0.9, Mu=0.07, Rep.= 0.9, 

Tourna=0.9 

WHO C1=2, C2=2, Ms=0.3, Cr=0.5, 

Mu=0.05, Rep.= 0.7, Tourna=0.9 ,  

C1=2, C2=2, Ms=0.2, Cr=0.8, 

Mu=0.1, Rep.= 0.7, Tourna=0.9 ,  

C1=2, C2=2, Ms=0.1, Cr=0.8, 

Mu=0.1, Rep.= 0.7, Tourna=0.9 ,  

C1=2, C2=2, Ms=0.1, Cr=0.9, 

Mu=0.08, Rep.= 0.7, Tourna=0.9 ,  

glass PSO C1=2 , C2=2, In.=0.1 C1=2 , C2=2, In.=0.15 C1=2 , C2=2, In.=0.15 C1=2 , C2=2, In.=0.1 

GA Cr=0.9, Mu=0.08, Rep.= 0.9, 

Tourna=0.9 

Cr=0.9, Mu=0.1, Rep.= 0.9, 

Tourna=0.9 

Cr=0.9, Mu=0.1, Rep.= 0.9, 

Tourna=0.9 

Cr=0.9, Mu=0.07, Rep.= 0.9, 

Tourna=0.9 

WHO C1=2, C2=2, Ms=0.1, Cr=0.9, 

Mu=0.05, Rep.= 0.7, Tourna=0.9 ,  

C1=2, C2=2, Ms=0.3, Cr=0.5, 

Mu=0.05, Rep.= 0.7, Tourna=0.9 ,  

C1=2, C2=2, Ms=0.2, Cr=0.8, 

Mu=0.03, Rep.= 0.7, Tourna=0.9 ,  

C1=2, C2=2, Ms=0.2, Cr=0.8, 

Mu=0.05, Rep.= 0.7, Tourna=0.9 ,  

data PSO C1=2 , C2=2, In.=0.1 C1=2 , C2=2, In.=0.2 C1=2 , C2=2, In.=0.1 C1=2 , C2=2, In.=0.1 

GA Cr=0.9, Mu=0.1, Rep.= 0.9, 

Tourna=0.9 

Cr=0.9, Mu=0.1, Rep.= 0.9, 

Tourna=0.9 

Cr=0.9, Mu=0.05, Rep.= 0.9, 

Tourna=0.9 

Cr=0.9, Mu=0.1, Rep.= 0.9, 

Tourna=0.9 

WHO C1=2, C2=2, Ms=0.1, Cr=0.5, 

Mu=0.08, Rep.= 0.7, Tourna=0.9 ,  

C1=2, C2=2, Ms=0.1, Cr=0.5, 

Mu=0.08, Rep.= 0.7, Tourna=0.9 ,  

C1=2, C2=2, Ms=0.1, Cr=0.5, 

Mu=0.08, Rep.= 0.7, Tourna=0.9 ,  

C1=2, C2=2, Ms=0.2, Cr=0.5, 

Mu=0.08, Rep.= 0.7, Tourna=0.9 ,  

stone 

 

PSO C1=2 , C2=2, In.=0.1 C1=2 , C2=2, In.=0.1 C1=2 , C2=2, In.=0.1 C1=2 , C2=2, In.=0.1 

GA Cr=0.9, Mu=0.05, Rep.= 0.9, 

Tourna=0.9 

Cr=0.9, Mu=0.1, Rep.= 0.9, 

Tourna=0.9 

Cr=0.9, Mu=0.1, Rep.= 0.9, 

Tourna=0.9 

Cr=0.9, Mu=0.1, Rep.= 0.9, 

Tourna=0.9 

WHO C1=2, C2=2, Ms=0.1, Cr=0.5, 

Mu=0.08, Rep.= 0.7, Tourna=0.9 ,  

C1=2, C2=2, Ms=0.1, Cr=0.5, 

Mu=0.08, Rep.= 0.7, Tourna=0.9 ,  

C1=2, C2=2, Ms=0.1, Cr=0.5, 

Mu=0.08, Rep.= 0.7, Tourna=0.9 ,  

C1=2, C2=2, Ms=0.1, Cr=0.5, 

Mu=0.08, Rep.= 0.7, Tourna=0.9 ,  

Wholesale PSO C1=2 , C2=2, In.=0.1 C1=2 , C2=2, In.=0.1 C1=2 , C2=2, In.=0.15 C1=2 , C2=2, In.=0.1 

GA Cr=0.9, Mu=0.1, Rep.= 0.9, 

Tourna=0.9 

Cr=0.9, Mu=0.1, Rep.= 0.9, 

Tourna=0.9 

Cr=0.9, Mu=0.05, Rep.= 0.9, 

Tourna=0.9 

Cr=0.9, Mu=0.1, Rep.= 0.9, 

Tourna=0.9 

WHO C1=2, C2=2, Ms=0.2, Cr=0.6, 

Mu=0.08, Rep.= 0.7, Tourna=0.9 ,  

C1=2, C2=2, Ms=0.2, Cr=0.6, 

Mu=0.08, Rep.= 0.7, Tourna=0.9 ,  

C1=2, C2=2, Ms=0.2, Cr=0.5, 

Mu=0.08, Rep.= 0.7, Tourna=0.9 ,  

C1=2, C2=2, Ms=0.1, Cr=0.5, 

Mu=0.08, Rep.= 0.7, Tourna=0.9 ,  

The maximum number of iterations without improvement in these runs is set to 1000, and 

the maximum number of generations is set to 3000. The number of population is set to 50, 

and the number of stored fitness values for calculating mobility (M) is set to 5. The other 

parameter values are shown in Table 14 for 4, 8, 12 and 24 clusters. In parameter tuning, 

because of robustness, the results did not change significantly, hence the parameter tuning is 

done manually. 

In Tables 15 to 18, the results on PSO, GA, K-Means and WHO are shown. It can be seen 

from results that the same pattern can be seen here and WHO yields relatively better results. 
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Table 15: The results of the PSO 
DS PSO – Limited Generations 

C4 C8 C12 C24 

Avg. Best Avg. Best Avg. Best Avg. Best 

Iris 6.6197 +- 0.6724 5.5328 4.2698+- 0.5398 3.3139 3.7929 +- 0.5448 2.9688 2.6380+- 0.3027 2.0714 

Pima 140.7713 +- 16.1003 116.5422 122.5898+- 13.1039 105.8399 113.3775 +- 8.8827 93.6997 110.0458+- 8.8758 94.3241 

wine 73.0503 +- 11.6387 52.0850 68.7057+- 11.6225 50.3671 58.3018 +- 7.1438 47.7383 53.1040+- 6.7688 44.0780 

glass 42.7668+- 9.6696 29.0196 32.8652+- 6.2379 27.3824 31.0413 +- 5.9385 22.8022 24.8229+- 2.5967 19.9050 

data 47.1915 +- 1.3821 45.4829 34.1461+- 1.1165 32.0609 28.7328+- 1.1724 26.6700 20.759 +- 1.0029 18.765 

stone 16.965+- 1.4614 15.1608 14.3473+- 1.1578 11.9622 13.5615+- 0.6769 12.9477 10.4817+- 0.46109 9.7291 

Wholesale 100.6506+- 39.5486 65.3174 81.5790+- 36.2591 31.8486 55.9279+- 28.3542 29.8480 38.2613+- 18.4305 24.2322 

Table 16: The results of the GA 
DS GA – Limited Generations 

C4 C8 C12 C24 

Avg. Best Avg. Best Avg. Best Avg. Best 

Iris 5.6506 +- 0.2129 5.5329 3.2307 +- 0.1327 3.1181 2.2571 +- 0.0995 2.1327 1.6869 +- 0.0558 1.6127 

Pima 96.5793 +- 1.3774 95.2378 75.8469 +- 2.2142 74.0660 71.8039 +- 1.6823 69.6250 73.1049 +- 0.9726 71.6539 

wine 45.3972 +- 0.7634 44.8056 40.3860 +- 0.5549 39.3708 40.0553 +- 0.7735 38.9104 40.2007+- 0.6958 39.2727 

glass 26.0931+- 0.7163 25.7620 17.1023+- 0.9449 15.7268 16.2057+- 0.5994 14.9784 10.6304+- 0.2653 10.2271 

data 45.9256+- 0.5126 45.4839 32.3773+- 0.5024 31.7836 25.5798+- 0.2815 25.2334 18.3198+- 0.2092 17.9202 

stone 14.0901+- 0.1845 13.9093 10.70430+- 0.2741 10.0279 9.7442+- 0.3672 9.0135 9.475+- 0.3383 9.0529 

Wholesale 29.2026+- 5.0956 26.6199 19.0095+- 1.4819 16.1872 19.0766+- 1.2847 16.16101 17.2712+- 1.5926 15.7101 

Table 17: The results of the K-Means 
DS Kmeans 

C4 C8 C12 C24 

Avg. Best Avg. Best Avg. Best Avg. Best 

Iris 6.7012+- 1.5779 5.5328 4.4819 +- 0.5681 3.2955 3.8498 +- 0.6104 2.8438 2.8373+- 0.4294 2.3124 

Pima 100.0796 +- 3.6089 95.2365 83.4069+- 5.6366 73.2828 72.3495 +- 4.8974 65.4907 61.4372 +- 3.4584 56.4359 

wine 46.3150 +- 1.2569 44.7693 39.2250 +- 1.6564 37.1380 34.5028+- 1.6016 31.2841 29.7712 +- 2.0372 26.6754 

glass 26.7362 +- 2.4480 23.7101 22.2397+- 3.5468 17.2456 18.9189+- 2.6739 13.5867 13.5739+- 1.9921 11.0040 

data 46.4706+- 0.6158 45.5940 33.3162+- 1.0578 32.0377 26.8483+- 1.0067 25.27419 18.140 +- 0.4874 17.1712 

stone 14.8872+- 0.6167 13.9707 12.6482 +- 1.8888 10.8412 10.0969 +- 0.8867 8.1160 7.8454+- 1.2343 6.1947 

Wholesale 39.9974+- 11.1537 26.5692 24.5845+- 4.9459 20.1022 23.0971+- 14.3077 13.7364 14.2151+- 3.4639 9.14831 

 

Table 18: The results of the WHO 
DS WHO – Limited Generations 

C4 C8 C12 C24 

Avg. Best Avg. Best Avg. Best Avg. Best 

Iris 5.6516 +- 0.2124 5.5328 3.4015 +- 0.3139 3.1196 2.3032 +- 0.13042 2.1139 1.3986+- 0.0767 1.3062 

Pima 96.9518 +- 2.2994 95.2352 74.2754+- 1.0359 73.3164 66.0381+- 1.5202 64.2589 61.0406 +- 1.6866 55.9711 

wine 46.0921 +- 1.0317 44.7693 41.5196 +- 1.4179 39.4253 41.3520+- 2.0407 38.5202 38.1090 +- 1.1081 36.5249 

glass 25.6427+- 1.0546 23.7101 16.7796+- 1.4886 14.6731 14.6310 +- 1.6442 12.0034 10.3354+- 0.7697 9.2720 

data 46.0860 +- 0.6277 45.4827 32.3715+- 0.5318 31.9019 25.9067+- 0.5287 25.1942 17.4322 +- 0.4354 16.8024 

stone 14.3513+- 0.5021 13.9526 10.3687+- 0.4024 9.74959 8.8447+- 0.3946 8.2276 6.7468+- 0.4981 6.0408 

Wholesale 27.8444+- 3.8247 26.5692 16.1032+- 2.1251 13.4600 13.9276+- 2.2780 10.4891 10.6581+- 2.1062 8.2141 

In the following two tables, WHO is compared to GA Standard, PSO Standard and Kmeans. 

The test shows that WHO is considerably outperforms others. 

 

 

AC
CE

PT
ED

M
AN

US
CR

IP
TAccepted manuscript to appear in IJPRAI

In
t. 

J.
 P

at
t. 

R
ec

og
n.

 A
rt

if
. I

nt
el

l. 
D

ow
nl

oa
de

d 
fr

om
 w

w
w

.w
or

ld
sc

ie
nt

if
ic

.c
om

by
 U

N
IV

E
R

SI
T

Y
 O

F 
C

A
L

IF
O

R
N

IA
 @

 S
A

N
T

A
 B

A
R

B
A

R
A

 o
n 

09
/2

1/
18

. R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.



18 
 

Table 19: Ranks 

Pairs  Title  N Mean Rank Sum of Ranks 

PSO - WHO Negative Ranks 0a .00 .00 

Positive Ranks 27b 14.00 378.00 

Ties 1c - - 
Total 28 - - 

GA - WHO Negative Ranks 4d 8.00 32.00 

Positive Ranks 24e 15.58 374.00 

Ties 0f - - 
Total 28 - - 

Kmeans - WHO Negative Ranks 5g 15.00 75.00 

Positive Ranks 19h 11.84 225.00 

Ties 4i - - 
Total 28 - - 

a. PSO < WHO 

b. PSO > WHO 

c. PSO = WHO 

d. GA < WHO 

e. GA > WHO 

 

f. GA = WHO 

g. Kmeans < WHO 

h. Kmeans > WHO 

i. Kmeans = WHO 

 

 

Table 20: Test            
 

 PSO - WHO GA - WHO Kmeans - WHO 

Z -4.541b -3.894b -2.143b 

Asymp. Sig. (2-tailed) .000 .000 .032 

a. Wilcoxon Signed Ranks Test    b. Based on negative ranks. 

In the following charts (Figure 4), the SSE improvement trend on the Iris dataset is shown 

with 4, 8, 12 and 24 clusters. In other datasets the same patterns are observed. These charts, 

similar to the optimization charts, and show the improvements in the fitness function. In all of 

the charts, PSO starts with small improvements and exploits from the beginning and gives 

less importance to exploration. But the genetic algorithm first explores the search space and 

then gives more importance to exploitation. It yields better results than PSO, but it is more 

likely for it to be trapped in local optima after the beginning exploration. The K-means has 

huge steps and exploits very rapidly. Its exploration is done randomly. The first points chosen 

as centroids have a huge influence on the results. WHO tries to concurrently explore and 

exploit, which is because of its combination of imitation-based and evolutionary methods. 

WHO gives importance to exploration during the whole iterations and because of that, gains 

better results. 
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Figure  4 : the SSE improvement trend on the Iris dataset 

c. The results on the bank customer dataset 

In this sub-section, the features used in the customer segmentation based on current 

accounts is described which are proposed in this paper. The dataset is taken from a bank.  

I. Dataset 

For creating the main dataset, the data of the current accounts in one of the banks was 

gathered. The data is about one year of customer transactions (in 2015), and consists only of 

the current accounts of the customers. In creating the dataset, four aspects of customers have 

been considered: profitability, cost, loyalty and credit. The mentioned aspects are calculated 

as follows: 

The profitability is obtained based on the durability of money in customer account. For 

this purpose, the average of daily balance is calculated for each customer.  

The cost of each customer is the sum of transactions costs done using different channels. 

The different channels consist of the bank branches, the mobile bank, ATM, the phone bank, 

Internet and Check. We consider costs coefficient of each transaction in each channel as 

follows as the managers of the bank suggested: 

Table 21: Costs Coefficients of the transactions 

Check Internet Mobile Bank Phone Bank ATM Branches  

0.30 0.02 0.03 0.15 0.05 0.45 Cost 

For each customer, the cost is calculated according to the Table 21 for a year. 

The loyalty of a customer is calculated as the sum of correlation coefficients of the number 

of transactions, and the average yearly balances, as follows (Equation 7). It is calculated on a 

yearly basis: 

  
        

 
                                                           

   
 
∑    
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∑    
  
   

  
     

 
 

where   is the customer loyalty value,    is trend of the number of customer transactions, 

   is trend of  the customer money durability,     is the correlation coefficient of the number 

of customer transactions in different months,     is the correlation coefficient of 12 

correlation coefficients calculated from the    ,     is the correlation coefficient of average 

daily balance in different months, and     is the correlation coefficient of 12 resulting 

numbers from    . The mathematical formula for computing r is presented in Equation 8. 

  
 ∑    ∑   ∑  

√ ∑    ∑  
 
  √ ∑    ∑  

 

                               

Here, n is the number of pairs of data. x is the data and y is time. 

One of the important points in calculating the loyalty is the combination of number of 

transactions trend and durability of money trend, which clearly represents the loyalty. Also, 

we have considered these trends as monthly and yearly to better show the loyalty. 

The credit of a customer is calculated based on the total amount of their dud checks in the 

period. 

From our point of view, these four aspects of customer can properly show a customer’s 

value for a bank. With these measures of customer aspects, the bank can design customized 

products for different groups. 

II. Results  

Before applying the algorithm, data pre-processing is needed to be done. Because of 

different scales of features, the Euclidean distance cannot work fairly then the features are 

normalized between 0 and 1.  

The outliers of bank data were grouped together by using the approach presented in 

section 3.2, and the clustering is done on the records that are not outliers. Outliers have a 

huge impact on clustering; outliers cause building clusters with few members. In Figure 5, 

sampled bank data with outliers and without outliers (after outlier detection with our 

approach) is illustrated.  As it can be seen in the left scatter chart, which is denser than the 

right scatter chart, with outliers, it is possible to have clusters with few members. In Figure 4, 

the vertical axis shows customers profitability and the horizontal axis shows customers cost. 

 
           Sample data with outliers  

Sample data without outliers 
Figure 5: Sample Data with and without Outliers 
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On one hand, all four aspects of customer (profitability, cost, loyalty and credit) are 

equally important and on the other hand, practically, the loyalty has greater impact on 

clustering. For this reason, in calculating of the Euclidean distance, weights were given to 

features. We have set weight of loyalty to 0.2 and others to 1. 

The number of clusters is set to 4. Obtained SSEs for four algorithms on real bank data are 

illustrated in Table 22. 

Table 22: SSE Results on Real Bank Data 
Algorithm K-means PSO GA WHO 

Result Avg. Best Avg. Best Avg. Best Avg. Best 

151.3573 

+- 

 29.8622 

61.7706 161.3114 

 +- 

 1.90734 

161.3114 23.66931 

+-  

3.1472 

21.2331 19.2391 

+- 

1.7894 

18.0566 

As shown in Figure 6, 0.35 percent of customers are identified as the outlier cluster and 

were grouped in a distinct cluster for further research. Other customers are distributed in 4 

clusters. In the following pie chart, distribution of customers is shown. 64.32 percent of 

customers (except outliers) are identified as Cluster 1 that had lower profitability, relatively 

high cost, and neither good nor bad loyalty. 35.00 percent of customers are identified as 

Cluster 2 that profitability and cost of them are like Cluster 1 but this cluster had better 

loyalty compared to Cluster 1. 0.46 percent of customers are identified as Cluster 3 with 

relatively high profitability and low cost. This cluster had higher loyalty in compared to 

Cluster 1 and 2. 0.22 percent of customers are identified as Cluster 4 with high profitability 

and low cost. Besides this, the cluster 4 had higher loyalty compared to other clusters.   

In term of credit, the Clusters 4, 3, 2 and 1 are sorted from best to worst.    

 
Figure 6: Distribution of Customers in Clusters 

5. Conclusion 

In this paper, a new evolutionary algorithm was proposed that we call WHO. The WHO 

algorithm is inspired from the glorious life of wildebeests, and has the ability to explore and 

exploit concurrently. To prove its superior performance, it was tested in the optimization and 

64.32% 

35% 

0.46% 0.22% 

Distribution of Customers 

Cluster 1

Cluster 2

Cluster 3

Cluster 4
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clustering problems and it yielded better results than GA and PSO. Then the data was applied 

to the bank customer's data; the segmentation of customers of a bank has been done based on 

profitability, cost, loyalty, and credit, and the results were welcome by the bank authorities. 

The WHO algorithm is capable in searching and data mining problems. This algorithm can be 

applied for classification, association rule discovery, outlier detection, and so on.  

One of the disadvantages of the proposed algorithm is the large number of the parameters 

compared to other well-known algorithms. In the future, we will try to decrease the number 

of parameters and in the meantime, we will apply the proposed algorithm on some data 

mining tasks in several contexts such as bioinformatics, medicine, and other financial 

services. 
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